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Abstract 

 

Aim: The proposed study aims to detect Spam SMS using the Decision Tree Classifier, Novel Tree Specific 

Random Forest Classifier, Support Vector Machine Algorithm in comparison with K-Nearest Neighbor. 

Materials and Methods: The dataset considered in the current research is available on Kaggle, a machine 

learning repository. The dataset SMS spam collection dataset contains 5572 instances and two attributes v1 and 

v2. The v2 is the input messages which are either spam or nonspam. The predicted label v1 has two classes: 

0 = nonspam and 1 spam. In the data, 4900 are non spam samples and 672 are spam samples. The sample size 

was calculated using G Power(95%). The accuracy and sensitivity of the classification of SMS spam detection 

were evaluated and recorded.  

Results: The accuracy was maximum in the classification of SMS spam detection using Decision Tree 

Classifier(95%), Novel Tree Specific Random Forest Classifier(97.3%), Support Vector Machine(98%) 

Algorithm with a minimum mean error when compared with K-Nearest Neighbor (93%). There is a significant 

difference of 0.010 between the classifiers which infers the groups are significant.  

Conclusion: The study proves that the Decision Tree Classifier Algorithm exhibits better accuracy than the K-

Nearest Neighbor in Classification of SMS spam detection. 
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1. Introduction 

 

SMS is one of the most effective forms of 

communication. It is based on cellular 

communication systems, just the phone must have 

a proper network connection to send or receive the 

messages. Spam is considered to be one of the 

serious problems in email and instant message 

services. Nowadays usage of smartphones is 

increasing, so the number of spam messages is also 

increasing. Spam messages are defined as 

unwanted or junk messages. Spam may result in the 

leaking of personal information, invasion of 

privacy, or accessing unauthorized data from 

mobiles (Yadav et al. 2012). Hackers try to intrude 

in mobile computing devices and SMS support for 

mobile devices has become vulnerable, attack tries 

to intrude the system by sending unwanted links, 

with which by clicking on those links the attacker 

can gain remote access over the computing devices. 

Responding to the text message can allow malware 

to be installed that will silently collect personal 

information from your phone. If they don't use your 

information themselves, the spammers may sell it 

to marketers or other identity thieves. You might 

end up with unwanted charges on your cell phone 

bill. In this technique, machine learning classifiers 

such as Logistic regression (LR), K-nearest 

neighbour (K-NN), and Decision tree (DT) are 

used for classification of ham and spam messages 

in mobile device communication. The SMS spam 

collection data set is used for testing the 

method.(Baaqeel and Zagrouba 2020)(Nuruzzaman 

et al. 2012). With the SMS spam data set, the 

approach is put to the test. The proposed method is 

effective in detecting spam SMS and distinguishing 

valid from garbage SMS. Spam and ham 

transmissions are identified using a variety of 

machine learning algorithms. 

 

Most referred articles similar to this work have 

been explored (Mashael, Jalal, and Abdelouahid 

2015). Most referred articles similar to this work 

have been explored. (Rudnitskaya 2009; Hatton 

2011). The purpose is to explore the results of 

applying machine learning techniques to detect 

message spam detection. In that, they are going to 

make a version to classify a message as an 

unsolicited message or ham. In that model, they 

trained and tested data using different machine 

learning algorithms and found out which algorithm 

works best in the dataset.(Cormack 2008a) In this, 

we will be using classification algorithms like 

Logistic Regression, KneighborsClassifier, Novel 

Tree Specific Random Forest, Decision Tree 

Classifier, and Support Vector Machines. It 

achieves an average classification accuracy of 

97.20% and outperforms all other feature 

representations and histograms of oriented 

gradients using the same classifier on the dataset 

(Abdulhamid et al. 2017).Our team has extensive 

knowledge and research experience  that has 

translated into high quality publications(K. Mohan 

et al. 2022; Vivek et al. 2022; Sathish et al. 2022; 

Kotteeswaran et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Yaashikaa, Senthil 

Kumar, and Karishma 2022; Saravanan et al. 2022; 

Jayabal et al. 2022; Krishnan et al. 2022; Jayakodi 

et al. 2022; H. Mohan et al. 2022) 

 

The research gap identified from the literature 

survey is that the classification model adopting 

KNN requires lots of training data. The limitation 

of this study is that the community has long 

invested efforts in developing spam SMS 

susceptibility models. However, no clear standards 

are still in place with respect to some key parts of 

the analyses. The research gap identified from the 

literature survey is that classification models 

adopting KNN require lots of training data. The 

existing approaches have poor accuracy. The aim 

of this study is to implement a Novel Decision Tree 

and improve the classification accuracy by 

incorporating Decision Tree and comparing the 

performance with Random Forest and KNN. 

 

2. Materials and Methods 

 

The research work was performed in the 

Department of Computer Science and Engineering, 

Saveetha School of Engineering, Saveetha Institute 

of Medical and Technical Sciences. The work was 

carried out on 300 records taken from a Kaggle 

dataset. The accuracy in predicting SMS spam 

detection was performed by evaluating two groups. 

A total of 10 iterations was performed on each 

group to achieve better accuracy.This work is 

carried out in the Department of Computer Science 

and Engineering at Saveetha School of Engineering 

Chennai. The accuracy in SMS spam detection was 

performed by evaluating two groups. A total of 10 

iterations were performed on each group to achieve 

better accuracy. It was implemented using jupyter, 

and the hardware configuration required is an intel 

i5 processor, 512 GB HDD, 4GB Ram, and the 

software configuration required is a Windows OS. 

The work was carried out on 5572 rows × 2 

columns records from a data-master dataset. The 

Study uses a dataset downloaded from 

Kaggle(Koujalagi 2019). 

 

Decision Tree (DT)  

The Decision Tree is a Supervised learning 

technique that can be used for both classification 

and Regression problems, but mostly it is preferred 

for solving Classification problems. It is a tree-

https://paperpile.com/c/wc4xDO/p9omG
https://paperpile.com/c/wc4xDO/a9PA1
https://paperpile.com/c/wc4xDO/a9PA1
https://paperpile.com/c/wc4xDO/owa44
https://paperpile.com/c/wc4xDO/ulD5D
https://paperpile.com/c/wc4xDO/ulD5D
https://paperpile.com/c/wc4xDO/ec6Cf+XNAAc
https://paperpile.com/c/wc4xDO/ec6Cf+XNAAc
https://paperpile.com/c/wc4xDO/s4TFr
https://paperpile.com/c/wc4xDO/WZqhl
https://paperpile.com/c/wc4xDO/Bi8b+j7cH+CZOh+zX3Y+YUlD+7AH5+5RpM+TP9g+Wal6+bVAy+1Dcg
https://paperpile.com/c/wc4xDO/Bi8b+j7cH+CZOh+zX3Y+YUlD+7AH5+5RpM+TP9g+Wal6+bVAy+1Dcg
https://paperpile.com/c/wc4xDO/Bi8b+j7cH+CZOh+zX3Y+YUlD+7AH5+5RpM+TP9g+Wal6+bVAy+1Dcg
https://paperpile.com/c/wc4xDO/Bi8b+j7cH+CZOh+zX3Y+YUlD+7AH5+5RpM+TP9g+Wal6+bVAy+1Dcg
https://paperpile.com/c/wc4xDO/Bi8b+j7cH+CZOh+zX3Y+YUlD+7AH5+5RpM+TP9g+Wal6+bVAy+1Dcg
https://paperpile.com/c/wc4xDO/Bi8b+j7cH+CZOh+zX3Y+YUlD+7AH5+5RpM+TP9g+Wal6+bVAy+1Dcg
https://paperpile.com/c/wc4xDO/Bi8b+j7cH+CZOh+zX3Y+YUlD+7AH5+5RpM+TP9g+Wal6+bVAy+1Dcg
https://paperpile.com/c/wc4xDO/MFg7e
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structured classifier, where internal nodes represent 

the features of a dataset, branches represent the 

decision rules and each leaf node represents the 

outcome. 

 

DT Algorithm 

Input: SMS spam dataset  

Output: Accuracy 

Step-1: Begin the tree with the root node, says S, 

which contains the complete dataset. 

Step-2: Find the best attribute in the dataset using 

the Attribute Selection Measure (ASM). 

Step-3: Divide the S into subsets that contain 

possible values for the best attributes. 

Step-4: Generate the decision tree node, which 

contains the best attribute. 

Step-5: Recursively make new decision trees using 

the subsets of the dataset created in step -3. 

Continue this process until a stage is reached where 

you cannot further classify the nodes and call the 

final node as a leaf node. 

 

Novel Tree Specific Random Forest Classifier 

(RF) 

The random forest has nearly the same 

hyperparameters as a decision tree or a bagging 

classifier. Random forest adds additional 

randomness to the model while growing the trees. 

Instead of searching for the most important feature 

while splitting a node, it searches for the best 

feature among a random subset of features. 

Novel Tree Specific Random Forest Classifier 

works in two-phase first is to create the random 

forest by combining the N decision tree, and the 

second is to make predictions for each tree created 

in the first phase. 

The Working process can be explained in the 

below steps and diagram: 

Input: SMS spam dataset  

Output: Accuracy  

Step 1: Select random K data points from the 

training set. 

Step 2: Build the decision trees associated with the 

selected data points (Subsets). 

Step 3: Choose the number N for decision trees that 

you want to build. 

Step 4: Repeat Step 1 & 2. 

Step 5: For new data points, find the predictions of 

each decision tree, and assign the new data points 

to the category that wins the majority votes. 

 

Support Vector Machine (SVM) 

SVM stands for Support Vector Machine. SVM is a 

supervised machine learning algorithm that is 

commonly used for classification and regression 

challenges. Common applications of the SVM 

algorithm are Intrusion Detection System, 

Handwriting Recognition, Protein Structure 

Prediction, Detecting Steganography in digital 

images, etc. The goal of the SVM algorithm is to 

create the best line or decision boundary that can 

segregate n-dimensional space into classes so that 

we can easily put the new data point in the correct 

category in the future. This best decision boundary 

is called a hyperplane. 

The Working process can be explained in the 

below steps and diagram: 

Input: SMS spam dataset  

Output: Accuracy  

Step 1: Load Pandas library and the dataset using 

Pandas 

Step 2: Define the features and the target 

Step 3: Split the dataset into train and test using 

sklearn before building the SVM algorithmmodel 

Step 4: Import the support vector classifier function 

or SVC function from the Sklearn SVM module. 

Build the Support Vector Machine model with the 

help of the SVC function 

Step 5: Predict values using the SVM algorithm 

model 

Step 6: Evaluate the Support Vector Machine 

model. 

 

K-Nearest Neighbor (KNN) 

K-Nearest Neighbor is one of the simplest Machine 

Learning algorithms based on the Supervised 

Learning technique. The K-NN algorithm assumes 

the similarity between the new case/data and 

available cases and puts the new case into the 

category that is most similar to the available 

categories. K-NN algorithm stores all the available 

data and classifies a new data point based on the 

similarity. This means when new data appears then 

it can be easily classified into a well suited 

category by using K- NN algorithm. 

 

KNN Algorithm 

Input: SMS spam dataset  

Output: Accuracy  

Step 1: Load the data. 

Step 2: Initialize K to your chosen number of 

neighbors. 

Step 3: For each example in data 

3.1 Calculate the distance between the query 

example and the current example from the data. 

3.2 Add the distance and the index of the example 

to an ordered collection. 

Step 4: Sort the ordered collection of distances and 

indices from smallest to largest (in ascending 

order) by the distances. 
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Step 5: Pick the first K entries from the sorted 

collection. 

Step 6: Get the labels of the selected K entries. 

Step 7: If regression, return the mean of the K 

labels. 

Step 8: If classification, return the mode of the K 

labels. 

 

Statistical Analysis 

The SPSS statistical software was used in the 

research for statistical analysis. In this machine 

learning algorithm, the dependent variable is 

categorical and measures the relationship between 

the independent variable and categorical dependent 

variable using the logistic function. The 

independent variable is messages. Group statistics 

and independent sample t-tests were performed on 

the experimental results and the graph was built for 

two groups with two parameters under study. The 

independent variables are useless content, spam 

information. The dependent variables that affect the 

output are Accuracy and Precision ((Spregelburd 

2016; Castro 2006; Rafat et al. 2022)). 

 

3. Results 

 

The proposed algorithm Decision Tree, Novel Tree 

Specific Random Forest Classifier, Support Vector 

Machine, and existing algorithm KNN were run at 

a time in jupyter using python code. In executing 

all the commands we get the best significant 

values. From simulation results, we get an accuracy 

of 95%(DT), 97.3%(RF), 98%(SVM), and 

93%(KNN) as a result. On comparing all we come 

to know that the SVM has higher accuracy than, 

Novel Tree Specific Random Forest Classifier, 

Support Vector Machine, Statistical Analysis of 

Mean, Standard deviation and Standard Error and 

Sensitivity of Decision Tree, Novel Tree Specific 

Random Forest Classifier, Support Vector 

Machine, and K-Nearest Neighbor is done. There is 

a statistically significant difference in Accuracy 

values between the algorithms. The Support Vector 

Machine Algorithm had the higher Accuracy and 

Sensitivity compared with Decision Tree, Novel 

Tree Specific Random Forest Classifier, and K-

Nearest Neighbor. The Standard error is also less in 

KNN in comparison to the Decision Tree, Novel 

Tree Specific Random Forest Classifier, Support 

Vector Machine Algorithm as in Table 2. 

Comparison of the significance level for Decision 

Tree, Novel Tree Specific Random Forest 

Classifier, Support Vector Machine, and KNN 

algorithms with value p = 0.010 is done. Decision 

Tree, Novel Tree Specific Random Forest 

Classifier, Support Vector Machine, and KNN have 

a significance level less than 0.10 with a 95% 

confidence interval as mentioned in Table 3. 

 

4. Discussion 

 

The work proves that SVM, RF, DT is better than 

KNN in detecting spam SMS in terms of accuracy 

and precision. (Trần 2018) However, the mean 

error of SVM, RF, DT seems to be higher than 

KNN. Experimental work was done among 2 

groups SVM, RF, DT, and KNN by varying the test 

size. From the experimental results done in jupyter, 

the accuracy of SVM is 98%, RF is 97.3%, DT is 

95% Whereas KNN provides the accuracy to be 

93%. This depicts that SVM, RF, DT is better than 

KNN. The various parameters like Precision, 

Recall, F1-measure are also compared. From the 

SPSS graph, the proposed SVM, RF, DT perform 

better in terms of accuracy (98%)(97.3%)(95%) 

compared with the KNN algorithm. Experiments 

were conducted among the study groups KNN and 

Support Vector Machine, RF, DT by varying 

sample sizes. From the experiments, it is observed 

that the proposed Support Vector Machine, RF, DT 

performed better in terms of classification of SMS 

spam detection by achieving better accuracy and 

less error rate compared to the KNN 

algorithm.(Cormack 2008b)(Brunton 2015) This 

experiment consists of 4 groups KNN, SVM, RF, 

and DT. To collect all the information, the research 

involved carefully studying the different filtering 

algorithms and existing anti-spam tools. 

(Nuruzzaman et al. 2012)These large-scale 

research papers and existing software programs are 

one of the sources of inspiration behind this project 

work.The whole project was divided into several 

iterations.(Dhanaraj and Karthikeyani 2013) Each 

iteration was completed by completing four phases: 

inception, where the idea of work was identified; 

elaboration, where the architecture of the part of 

the system is designed; construction, where 

existing code is implemented; transition, where the 

developed part of the project is validated. All these 

algorithms are compared to each other and 

concluded the best algorithm is SVM. (Gonsalves 

et al. 2019)(Hossain et al., n.d.)(Spregelburd 2016; 

Castro 2006; Rafat et al. 2022) Although the 

proposed methodology attained satisfactory results, 

the limitation in the proposed approach is that there 

needs to be improved detection of overlapping 

cells. In the future, this can be eliminated by using 

high-accuracy techniques with Support Vector 

Machine. Compared to the result of previous work, 

our classifier increases the overall accuracy. 

Adding meaningful features such as the length of 

messages in a number of characters, adding certain 

thresholds for the length, and analyzing the 

https://paperpile.com/c/wc4xDO/5Mj0K+Bf6R9+1btJ4
https://paperpile.com/c/wc4xDO/5Mj0K+Bf6R9+1btJ4
https://paperpile.com/c/wc4xDO/C2oio
https://paperpile.com/c/wc4xDO/XQAbR
https://paperpile.com/c/wc4xDO/XQAbR
https://paperpile.com/c/wc4xDO/owa44
https://paperpile.com/c/wc4xDO/JUaf8
https://paperpile.com/c/wc4xDO/LJRTl
https://paperpile.com/c/wc4xDO/LJRTl
https://paperpile.com/c/wc4xDO/dQbge
https://paperpile.com/c/wc4xDO/dQbge
https://paperpile.com/c/wc4xDO/5Mj0K+Bf6R9+1btJ4
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learning curves and misclassified data have been 

the factors that contributed to this improvement in 

results. 

 

5. Conclusion  

 

In this paper, the recent advances in SMS spam 

filtering, mitigation, and detection techniques as 

well as their limitations and future research 

direction, Many different SMS spam techniques, 

used datasets and comparisons are discussed. We 

have also developed a taxonomy of the techniques 

and identified the established results. The results 

show that the proposed Decision Tree, RF, and 

SVM outperform KNN in terms of Accuracy. The 

Proposed Decision Tree, RF, SVM proved with 

better accuracy (95.7%),(97%),(98%) when 

compared with KNN (93.2%).  
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Algorithm Test size Accuracy 

KNN 0.20 92.91% 

KNN 0.25 92.32% 

KNN 0.30 93.01% 

KNN 0.35 92.06% 

KNN 0.40 92.19% 

DT 0.20 96.05% 

DT 0.25 96.34% 

DT 0.30 95.87% 

DT 0.35 95.64% 

DT 0.40 95.92% 

SVM 0.20 98.21% 

SVM 0.25 97.85% 

SVM 0.30 98.09% 

SVM 0.35 98.15% 
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SVM 0.40 98.03% 

RF 0.20 97.40% 

RF 0.25 96.91% 

RF 0.30 97.25% 

RF 0.35 97.33% 

RF 0.40 97.31% 

 

Table 2. Statistical  Analysis of Mean, Standard deviation, and Standard Error of and Sensitivity of Decision 

Tree, Novel Tree Specific Random Forest Classifier, Support Vector Machine and KNN. There is a statistically 

significant difference in Accuracy and Sensitivity values between the algorithms. Decision Tree, Novel Tree 

Specific Random Forest Classifier, Support Vector Machine had the highest Accuracy (95%),(97.3%),(98%) 

and Sensitivity (93.0%) compared with KNN. The Standard error is also less in KNN in comparison to the 

Decision Tree, Novel Tree Specific Random Forest Classifier, Support Vector Machine. 

 
Table 3. Comparison of the significance level for Decision Tree, Novel Tree Specific Random Forest Classifier, 

Support Vector Machine and KNN algorithms with value p = 0.05. Both Decision Tree, Novel Tree Specific 

Random Forest Classifier, Support Vector Machine and KNN have a significance level less than 0.002 in terms 

of accuracy with a 95% confidence interval. 

 



Analysis of  Decision Tree Classifier, Novel Tree Specific  

Random Forest Classifier, Support Vector Machine Algorithm                                     Section A-Research paper 

With K-Nearest Neighbor for Detecting Spam SMS. 

 

 

 

  

Eur. Chem. Bull. 2023, 12 (S1), 4342 – 4350                                                                                                   4350  

 

 

 
 

 
Fig. 1. Comparison of mean accuracy of KNN  and Decision Tree, SVM, RF algorithms. The standard errors 

appear to be less in the Decision Tree, SVM, RF compared to KNN. Decision Tree appears to produce more 

consistent results with higher accuracy. X-Axis: KNN vs Decision Tree Algorithm. Y-Axis: Mean accuracy of 

detection +/- 1 SD. 


