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Abstract 

 

Aim: The main aim of the research work is to predict the stock equity using the Linear Regression(LR) over the 

Decision Tree(DTA).  

Materials and Methods: The two algorithms linear regression and decision tree are compared with a sample 

size = 10. Sample size is calculated using G power software and determined as 10 per group with pretest power 

80%, threshold 0.05% and CI 95%.  

Results: The analysis of the results shows that the Linear Regression has a high accuracy of (94.38%) in 

comparison with the Decision Tree (89.47). Attained Significance Accuracy value is 0.894 (p>0.05). There is a 

statistically insignificant difference between the study groups with these algorithms.  

Conclusion: Prediction in classifying from the results it is concluded that the proposed algorithm Linear 

Regression will produce better results than the Decision tree algorithm. 
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1. Introduction 

 

The work is about Novel Stock equity prediction 

using Linear Regression(LR) over Decision 

Tree(DT). The prediction using machine learning 

has succeeded in LR over Decision Tree 

Algorithm. This information, such as news about 

the company can influence people's decision 

whether or not they will buy the company’s stock. 

More people buy the company’s stock, the price is 

getting higher (Sable, Goel, and Chatterjee 2019) 

.There is a misconception about the stock market 

i.e. buying and selling of shares is an act of 

gambling. There is a huge amount of data 

generated by stock markets forcing the researchers 

to apply data mining to make investment decisions 

There is a huge amount of data generated by stock 

markets forcing the researchers(Sharma, Bhuriya, 

and Singh 2017) . However, it was observed that 

solely historical data does not give the predictions 

accurately. Various new disciplines came into 

existence which provided better prediction models 

In context with stock market prediction, many 

researchers have been able to devise models for 

stock market prediction (Singh et al. 2019). The 

effort to find out the upcoming stock market value 

is recognized as a Novel stock equity prediction. 

The forecast is anticipated to be efficient, accurate 

and robust. Applications (Kadu and Bamnote 2021) 

for predicting stock equity include analysis of 

forecasting financial market prices, including the 

forecast of stock prices, option pricing, exchange 

rates, banking and financial crisis and financial 

status of a company, investing money in stock 

markets, and improving profit of the company. 

In the last five years, Google scholar 

identified almost 21600 research articles on stock 

price prediction using machine learning. Stock 

equity prediction is full of challenges, and data 

scientists usually confront some problems when 

they try to develop a predictive model (Nabipour et 

al. 2020). Because many brains will try to interpret 

the pattern and make a guess and this such activity 

has proven to be a lot more successful in practice 

than it seems in theory. Traders and buyers 

continue selling these shares at their own price but 

the company only gets to keep the money made 

during the IPO (Pahwa and Agarwal 2019). One 

decision in the Stock Market can make a huge 

impact on an investor’s life. The Novel stock 

equity is a complex system and often covered in 

mystery and it is very difficult to analyze all the 

impacting factors before making a decision (Raza 

2017). This study uses stock markets to predict the 

analysis respectively with historical data, futures, 

and options as data sets to predict stock prices in 

these two markets (Wu et al. 2021). From all these 

research papers, the best study paper in my opinion 

is (Sharma, Bhuriya, and Singh 2017);(Sable, Goel, 

and Chatterjee 2019);(Kadu and Bamnote 

2021).Our team has extensive knowledge and 

research experience  that has translated into high 

quality publications(Pandiyan et al. 2022; 

Yaashikaa, Devi, and Kumar 2022; Venu et al. 

2022; Kumar et al. 2022; Nagaraju et al. 2022; 

Karpagam et al. 2022; Baraneedharan et al. 2022; 

Whangchai et al. 2022; Nagarajan et al. 2022; 

Deena et al. 2022) 

The research gap identified from the 

existing system Decision Tree shows poor 

accuracy. The study is to improve the accuracy of 

Classification by incorporating LR and comparing 

performance with Decision Tree. The proposed 

model improves classifiers to achieve more 

accuracy for prediction of stock equity analysis. 

 

2. Materials and Methods 

 

This study setting was done in the Data Analytics 

Laboratory, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences. The number of required samples in 

research are two in which group 1 is LR compared 

with group 2 of Decision Tree Algorithm. The 

samples were taken from the device and iterated 10 

times to get desired accuracy with G power 80%, 

threshold 0.05% and CI 95%. A dataset consisting 

of a collection of stocks was downloaded from 

Kaggle website(gracelena 2017). 

 

Linear Regression 

Linear regression performs the task to predict a 

dependent variable value (y) based on a given 

independent variable (x). So, this regression 

technique finds out a linear relationship between x 

(input) and y (output). 

 

Pseudocode for Linear regression 

Step1: Import pack 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input data. 

Step4: Split the datasets for testing and training the 

dataset. 

Step5: Apply LR algorithm. 

Step6: Predict the results. 

 

Decision Tree 

The Decision Tree was utilized for classifying and 

differentiating input data types. This DT is widely 

used in Machine Learning to make predictions. 

Decision Tree is often used in the stock market to 

predict future profits. It has a big effect on Novel 

stock equity forecasting. So, the program predicts 

the stock price. 

 

Pseudocode for Decision Tree 

https://paperpile.com/c/VPdsb7/bcwi
https://paperpile.com/c/VPdsb7/LBdf
https://paperpile.com/c/VPdsb7/LBdf
https://paperpile.com/c/VPdsb7/FcZ0
https://paperpile.com/c/VPdsb7/pKfR
https://paperpile.com/c/VPdsb7/aeqp
https://paperpile.com/c/VPdsb7/aeqp
https://paperpile.com/c/VPdsb7/iFKl
https://paperpile.com/c/VPdsb7/6FLI
https://paperpile.com/c/VPdsb7/6FLI
https://paperpile.com/c/VPdsb7/LHjd
https://paperpile.com/c/VPdsb7/LBdf
https://paperpile.com/c/VPdsb7/bcwi
https://paperpile.com/c/VPdsb7/bcwi
https://paperpile.com/c/VPdsb7/pKfR
https://paperpile.com/c/VPdsb7/pKfR
https://paperpile.com/c/VPdsb7/29cc5+Mu1WR+MMbaf+jdIkw+k0wh4+OZnLw+43vvR+bRUq8+0Fslk+AZIOS
https://paperpile.com/c/VPdsb7/29cc5+Mu1WR+MMbaf+jdIkw+k0wh4+OZnLw+43vvR+bRUq8+0Fslk+AZIOS
https://paperpile.com/c/VPdsb7/29cc5+Mu1WR+MMbaf+jdIkw+k0wh4+OZnLw+43vvR+bRUq8+0Fslk+AZIOS
https://paperpile.com/c/VPdsb7/29cc5+Mu1WR+MMbaf+jdIkw+k0wh4+OZnLw+43vvR+bRUq8+0Fslk+AZIOS
https://paperpile.com/c/VPdsb7/29cc5+Mu1WR+MMbaf+jdIkw+k0wh4+OZnLw+43vvR+bRUq8+0Fslk+AZIOS
https://paperpile.com/c/VPdsb7/29cc5+Mu1WR+MMbaf+jdIkw+k0wh4+OZnLw+43vvR+bRUq8+0Fslk+AZIOS
https://paperpile.com/c/VPdsb7/paIpB
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Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input data. 

Step4: Split the datasets for testing and training the 

dataset. 

Step5: Apply Decision Tree algorithm.  

Step6: Predict the results. 

 

Recall that the testing setup includes both hardware 

and software configuration choices. The laptop has 

an Intel Core i5 8th generation CPU with 12GB of 

RAM, an x86-based processor, a 64-bit operating 

system, and a hard drive. Currently, the software 

runs on Windows 10 and is programmed in Python. 

Once the program is finished, the accuracy value 

will appear. Procedure: Wi-Fi laptop connected. 

Chrome to Google Collaboratory search Write the 

code in Python. Run the code. To save the file, 

upload it to the disc, and create a folder for it. Log 

in using the ID from the message. Run the code to 

output the accuracy and graph. 

 

Statistical Analysis 

SPSS is a software tool used for statistics analysis. 

The proposed system utilized 10 iterations for each 

group with predicted accuracy noted and analyzed. 

Independent samples t-test was done to obtain 

significance between two groups. Novel Stock 

equity opening and closing price parameters are 

Independent variables and stock price prediction is 

Dependent variable (Magee 1964). 

 

3. Results 

  

Table 1 shows the accuracy value of iteration of LR 

and Decision Tree. Table 2 represents the Group 

statistics results which depicts LR with mean 

accuracy of 91.81%, and standard deviation is 2.27 

. Decision Tree has a mean accuracy of 88.75% and 

standard deviation is 2.43. Proposed LR algorithm 

provides better performance compared to the 

Decision Tree algorithm. Table 3 shows the 

independent samples T-test value for LR and 

Decision Tree with Mean difference as 3.06 , std 

Error Difference as 1.05. Significance value is 

observed as 0.89 (p>0.05), which shows it is a 

statistically insignificant difference between the 

study groups. 

Figure 1 shows the bar graph comparison 

of mean of accuracy on LR and Decision Tree 

algorithm. Mean accuracy of LR is  91.81% and 

Decision Tree is 88.75%.  

 

4. Discussion 

 

In this study, predicting  Novel stock equity in the 

stock market using the LR algorithm has 

significantly higher accuracy, approximately 

(91.81%)in comparison to Decision Tree (88.75 

%). LR appears to produce more consistent results 

with minimal standard deviation.  

 The algorithms can be effectively self-

learning, and can tackle the predicting task of price 

fluctuations in order to improve trading strategies. 

The prediction results not only are affected by the 

representation of the input data but also depend on 

the prediction method (Chen 2020). The prediction 

results not only are affected by the representation 

of the input data but also depend on the prediction 

method.  Researchers are conducting research on 

stock market forecasts from a variety of fields, 

including computer science and business. This type 

of prediction is even more appealing when it 

involves money and risks such as Novel Stock 

Market speculation (Lv et al. 2021) .This exact 

phenomenon is the reason for the fear people have 

in investing in stock markets and the reason for the 

fall and rise of stock prices in a nutshell. The 

prediction results not only are affected by the 

representation of the input data but also depend on 

the prediction method (Qiu, Wang, and Zhou 2020) 

.Results indicated that the SVM outperformed other 

predictive models. The price fluctuation by a 

developed Legendre neural network was forecasted 

by Liu et al by assuming investors’ positions and 

their decisions by analyzing the prior data on the 

stock values (Lee et al. 2022). 

The limitation of this research is that 

complexity of stock equity data, development of 

efficient models for predicting is extremely 

difficult. Stock prices are user privacy that users 

may hesitate to share personal information with the 

software. During this model it is not able to 

consider all given feature variable parameters for 

training.  The longer term scope of proposed work 

is going to be prediction of Novel stock equity 

supported classification using class labels  for 

lesser time complexity. 

5. Conclusion 

 

In this study, prediction of Novel stock equity 

analysis using Linear Regression algorithm 

provides better accuracy than Decision Tree 

algorithm. Accuracy of linear regression is 91.81% 

and the Decision Tree is 88.75%. By finding the 

accuracy of both algorithms linear regression has 

higher accuracy. 
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Table 1. Accuracy Values for LR and Decision Tree 

.NO LR Decision Tree 

1 94.38 89.47 

2 92.45 90.12 

3 87.32 86.03 

4 93.50 91.92 

5 93.30 89.19 

6 94.30 92.08 

7 91.60 87.40 
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8 89.30 84.29 

9 91.30 87.99 

10 90.66 89.01 

 

Table 2. Group Statistics Results-LR has an mean accuracy (91.81%), std.deviation (2.27), whereas for 

Decision Tree has mean accuracy (88.75%), std.deviation (2.43). 

                                                             Group Statistics 

 

 

Accuracy 

 Groups N Mean Std deviation Std. Error Mean 

LR 10 91.8110 2.27004 .71785 

Decision Tree 10 88.7500 2.43777 .77089 

 

Table 3. Independent Samples T-test - LR shows significance value achieved is p=0.894  (p>0.05), which shows 

that two groups are  statistically insignificant. 

 

 

 

Accuracy 

Independent Samples Test 

Levene’s Test for Equality of Variances T-test for Equality of Means 

F Sig t df 
Sig(2-

tailed) 

Mean 

Difference 

Std.Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Equal 

variances 

assumed 

.018 .894 2.906 18 .009 3.06100 1.05337 .84796 5.27404 

Equal 

variances not 

assumed 

  2.906 17.909 .009 3.06100 1.05337 .84716 5.27484 

 

 
Fig. 1. Bar Graph Comparison on mean accuracy of LR (91.81%) and Decision Tree (88.75%). X-axis: 

LR, RFA, Y-axis: Mean Accuracy with  ±1 SD and 95% CI.  


