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Abstract 

 

Aim: To implement the dynamic model for recognition and classification of human expression using Novel 

Random Forest compared over Convolution Neural Network with improved accuracy.   

Materials and Methods: This study contains 2 groups i.e Novel Random Forest (RF) and Convolutional 

Neural Network (CNN). Each group consists of a sample size of 10 and the study parameters include alpha 

value 0.05, beta value 0.2, and power value 0.8.   

Results: The Novel Random Forest is 77.9% more accurate than the Convolutional Neural Network of 75.8% 

in classifying the facial expressions of humans with p=0.8.  

Conclusion: The Novel Random Forest model is significantly better than the Convolution Neural Network in 

identifying human expressions.  
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1. Introduction 

 

Humans communicate primarily through 

speech, but they also use body gestures to 

emphasize specific parts of their speech and to 

express emotions. Humans use a variety of 

methods to express their emotions through facial 

expressions, which are a crucial part of 

communication. Despite the fact that nothing is 

said verbally, there is a lot to learn about the 

messages we send and receive through nonverbal 

communication. Automatic facial expression 

recognition can be a useful feature in natural 

human-machine interfaces, as well as in behavioral 

science and clinical practice. Although advances in 

face detection, facial feature extraction 

mechanisms, and emotion classification techniques 

have been made in recent years, developing an 

automated  system that accomplishes this task is 

difficult. Six basic emotion classification according 

to Ekman and Friesen, are universal: happiness, 

surprise, sadness, fear, anger, and disgust. These 

feelings can be found in people from all walks of 

life. Preprocessing, feature extraction, and emotion 

classification are the three steps involved in facial 

expression recognition. The Facial Feature 

Extraction feature we expect to minimize the 

distance between within-class variations of 

expression while maximizing the distance between 

between-class variations is a key step in the 

recognition process. There are two types of feature 

extraction methods: appearance-based methods and 

geometric feature-based methods. Geometric 

characteristics are extracted. Implementation of 

Facial Expression Recognition system for selecting 

fashion items Based on like and Dislike Expression 

(Wang 2012). Facial Expression Recognition in 

image sequence using Geometric Deformation 

Features and Support Vector Machines (Kotsia, 

Nikolaidis, and Pitas 2007). Facial Expression 

Recognition based on Gabor feature and neural 

network (Z. Li et al. 2018). The advantage of CNN 

is that it requires less training data when compared 

to other models. The Applications are Human 

behavior understanding, detection of mental 

disorder and Synthetic human expression.  

       

There are about 25 articles in IEEE 

explore and 15 Scopus related to this study. In a 

study by (L. Prevost. 2012) in Dynamics of Facial 

Expression Recognition of facial actions and their 

temporal segments from face profile image 

sequence. In Human Facial Expression 

Recognition using a 3D morphable model CNN is 

derived from the usage of sequential data 

information ( Michel F. Valstar. 2013). In 

Assisting the austic with improved facial 

expression from mixed expressions (Alessandra 

Lumini. 2013). It is said that CNN is suitable for 

learning time series data i.e long term temporal 

dependencies in Active and dynamic information 

fusion for Facial Feature Extraction understanding 

from image sequence  (Kaoru Hirota. 2020). 

Previously there was a rich experience in working 

on various research projects across multiple 

disciplines (Diego Ziyong Feng. 2016). 

Implementation of Facial Expression Recognition 

system for selecting fashion items Based on like 

and Dislike Expression (Wadawadagi, Ramesh, 

and Veerappa Pagi. 2020). Facial Expression 

Recognition in image sequence using Geometric 

Deformation Features and Support Vector 

Machines (Mehrabian, Albert. 2017). Facial 

Expression Recognition based on Gabor feature 

and neural network ( Zhang and Yu-Jin 2010). 

 

Some datasets are aimed at theoretical 

research rather than processing it as per the real life 

application. Therefore defining the boundaries 

between the expression parts is very challenging. 

Most of the existing standard facial feature 

extraction processes are for short-term analysis, So 

researches have made their own feature set, Finally 

paper is proposed assuming all the limitations. This 

paper solely focuses on enhancing the facial 

expressions models to increase the accuracy of 

human facial expression recognition. 

 

2. Materials and Methods 
 

This work was carried out at the Data 

Analytics Lab of Information Technology in 

Saveetha School of Engineering. The study 

consists of two sample groups i.e Random Forest 

and Convolution Neural Network. Each group 

consists of 10 samples with pre-test power of 0.18. 

The sample size was collected from (Wadawadagi 

and Pagi 2020) by keeping the threshold at 0.05, G 

power of 80%, confidence interval at 95%, and 

enrolment ratio as 1. 

 The dataset used for classification is 

taken from the Berlin Database of Facial 

Expression Recognition through bilderbar©, an 

open-source data for Facial Expression. The 

dataset contains 2 columns. In the first column 

we’ll have test size and in the second column it 

represents the accuracy values. The dataset was 

split into training and testing parts accordingly 

using a test size of 0.2. 

For training of the Novel Random Forest, 

the test set size is about 20% of the total dataset 

and the remaining 80% is used for the training set. 

The Novel Random Forest training set consists in 

determining a hyperplane to separate the training 

data belonging to two classes, whereas the CNN 

model uses backpropagation for training. The 
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whole dataset is fitted for training the Novel 

Random Forest and CNN model. Accuracies of 

both models are tested with a sample size of 10 

using Python 2.7. 

 

Novel Random Forest 
A Novel Random Forest (RF) algorithm 

for regression is proposed in this paper. Group 1 is 

Novel Random Forest. Novel Random forest tries 

to find the hyperplane in a N-dimensional space 

that distinctly classifies the data points. The data 

points here are called random forests  which are 

obtained from extraction and labeling. X-axis is 

time and the Y-axis is frequency of facial 

expression taken from a dataset. Using the past 

labeled data, the Random Forest tries to identify 

and predict the new data done by model training. 

First  the variables are taken from the 

dataset. Then perform facial feature extraction 

using Mel-frequency cepstral coefficients and 

classify them into extraction labels i.e Angry, 

Neutral, Happy, Sad. Now data is split into a 

training set and test set using test size=0.2. Scaling 

the sets using the standard scaler. Fitting the 

training set with Novel Random Forest Classifier 

(RFC) and fitting the test set to the model to get 

final predictions done. Checking the accuracy of 

the predictions. Accuracy is calculated using 

following equation 1.  

                                   Accuracy =
TP+TN

TP+TN+FP+FN
                                                           

(1) 

where,  

TP= no of true positive classified by the model  

FP= no of false positive classified by the model  

TN= no of true negative classified by the model  

FN= no of false negative classified by the model  

 

Convolution Neural Network 

Convolution Neural Networks (CNN) 

have improved the state of the art in many 

applications, especially the face recognition area. 

In this work, we present a review on the latest face 

verification techniques based on Convolutional 

Neural Networks. In addition, we give a 

comparison on these techniques regarding their 

architecture, depth level, number of parameters in 

the network, and the obtained accuracy in 

identification and/or verification. Furthermore, as 

the availability of large-scale training dataset has 

significantly affected the performance of 

Convolution Neural Network based recognition 

methods, we present a preface to the most common 

large-scale face datasets, and then we describe 

some of the successful automatic data collection 

procedures. 

The step by step process of CNN  

algorithm is first loading the Berlin Emo-DB 

dataset. Splitting the dataset into 80% training set 

and 20% test set. Truncate and pad the input 

sequences so that they all have the same length for 

modeling. The model will learn that the zero 

values have no value in them. Compile and fit 

LSTD. Adding the CNN layers such as Embedded 

layer, LSTD layer. Dense output layer with a 

sigmoid activation function is used and a single 

neutron to make 0 or 1 predictions for the two 

classes (good and bad) which is shown in equation 

2. 

                                      = [i × (f×f) × o] + 

o                                                                     (2) 

Where, 

i= no. of input maps (or channels) 

f= filter size (just the length) 

o= no. of output maps (or channels. this is also 

defined by how many filters are used) 

The minimum requirement to run the 

softwares used here are intel core I3 dual core 

cpu@3.2 GHz, 4GB RAM, 64 bit OS, 1TB Hard 

disk Space Personal Computer and Software 

specification includes Windows 8 , 10 , 11 , Python 

3.8, and MS-Office. 

 

Statistical Analysis 
Statistical Package for the Social Sciences 

Version 26 software tool was used for statistical 

analysis. An independent sample T-test was 

conducted for accuracy. Standard deviation, 

standard mean errors were also calculated using 

the SPSS Software tool. The significance values of 

proposed and existing algorithms are shown in 

Table 5. Table 6 contains group statistical values 

of proposed and existing algorithms. The 

independent variable is image files and the 

dependent variable is recognized emotions, natural 

emotions from the dataset. The dependent 

variables are accuracy and precision. 

 

3. Results 

 

The group statistical analysis on the two 

groups shows Novel Random Forest (group 1) has 

more mean accuracy than Convolution Neural 

Network (group 2) and the standard error mean is 

slightly less than Novel Random Forest. Fig. 1 

represents the bar chart of accuracies with standard 

deviation error is plotted for both the algorithms. 

Multiple images in Fig. 2 show various expressions 

of human beings like Happiness, Sadness, Disgust, 

Surprise, Contempt, Anger and fear. The above 

images are collected from an independent dataset. 

 The Novel Random Forest algorithm 

scored an accuracy of 77.9% as shown in Table 1 

and Convolution Neural Network has scored 

75.8% as shown in Table 2. The accuracies are 

recorded by testing the algorithms with 10 
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different sample sizes and the average accuracy is 

calculated for each algorithm. 

 

4. Discussion 

 

       From the results of this study, Random Forest  

is proved to be having better accuracy than the 

Convolutional  Neural Network model. RF has an 

accuracy of 77.9% whereas CNN has an accuracy 

of 75.8%. In Table 3 and Table 4, the group 

statistical analysis on the two groups shows that 

Random Forest (group 1) has more mean accuracy 

than Convolutional Neural Network (group 2) and 

the standard error mean including standard 

deviation mean is slightly less than Novel Random 

Forest. 

In the study by Dynamics of facial 

expression recognition of facial actions and their 

temporal segments from face profile image 

sequence. In Human Facial expression recognition 

using a 3D morphable model  (Yang et al. 2016). 

In Assisting the austic with improved facial 

expression from mixed expressions  (Matsugu et 

al. 2003). In Active and dynamic information 

fusion for facial expression understanding from 

image sequence  (Sugie and Sugie 2016). In 

Affective facial expressions recognition for 

human-robot interaction (Taejin Lee. 2016). They 

have summarized the results for various face based 

Facial classification systems reported in the 

literature (Corneanu et al. 2016). The performance 

of a neural network depends on the type of 

parameters extracted from the facial image (Zeng 

et al. 2009). 

         The limitation in this model is that the 

accuracy of RF may get affected due to the 

inconsistent data and difficulty in getting the right 

datasets for analysis. Most of the data is simulated 

from nature which is far from reality. As with any 

technology, there are potential drawbacks to using 

facial recognition, such as threats to privacy, 

violations of rights and personal freedoms, 

potential data theft and other crimes. There's also 

the risk of errors due to flaws in the technology. 

The Future work can be concentrated on effective 

data processing techniques and usage of ensemble 

machine learning algorithms can be focussed. 

 

5. Conclusion 

 

Based on the experimental results, the 

Novel Random Forest (RF)  has been proved to 

recognize expression  more significantly than the 

Convolutional Neural Network (CNN). Further 

research is needed on how to recognize facial 

expressions under these extreme conditions. In 

addition, for the convolutional neural network, it is 

necessary to collect as many samples as possible 

and make the trained network have a good 

generalization performance. 
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TABLES AND FIGURES 

 

Table 1. Pseudocode for Novel Random Forest 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the image files into numerical values after the extraction feature. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables. 

5. Give test_size and the random_state as parameters for splitting the data using RF training. 

6. Importing the Classifier from sklearn library. 

7. Using Classifier, predict the output of the testing data. 

8. Calculate the accuracy of the model. 

OUTPUT //Accuracy 

 

Table 2. Pseudocode for Convolutional Neural Network 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the image files and truncate the input sequences so that they are all the same length for modeling. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables. 

5. Give test_size and the random_state as parameters for splitting the data. 

6. Adding Embedding layer,LSTM layer,Dense Layer to the model 

7. Compiling the model using metrics as accuracy. 

7. Evaluate the output using X_test and y_test function 

8. Get the accuracy of the model. 

OUTPUT //Accuracy 

Table 3. Accuracy of Facial expression recognition using Novel Random Forest for 10 samples out of 30 

(Accuracy= 77.9%) 

                       Test size                          Accuracy 

                        Test 1                             74.6 

                        Test 2                             80.3 

http://paperpile.com/b/SoTmwy/40B3
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                        Test 3                             76.4 

                        Test 4                             81.6 

                        Test 5                             78.5  

                        Test 6                             75.4 

                        Test 7                             69.9 

                        Test 8                             80.7 

                        Test 9                             78.7 

                        Test 10                             77.9 

 

Table 4. Accuracy of Facial expression recognition using Convolutional Neural Network for 10 samples out of 

30 samples (Accuracy= 75.80%) 

                 Test size                  Accuracy 

                        Test 1 75.3    

                        Test 2 78.3 

                        Test 3 81.3 

                        Test 4 74.6 

                        Test 5 77.6 

                        Test 6 79.6 

                        Test 7 80.6 

                        Test 8 76.4 

                        Test 9 78.4 

                        Test 10 75.8 

 

Table 5. Group Statistic analysis, representing Novel Random Forest (mean accuracy 77.9%, standard deviation 

3.75306) and Convolutional Neural Network (mean accuracy 75.8%, standard deviation 2.53835) 

Algorithm  N Mean  Std. Deviation  Std.Error Mean 

Accuracy       NRF 

  

10 77.9700 3.75306 1.18682 

Accuracy       CNN 10 75.8000 2.53835 .80270 
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Table 6. Independent Sample Tests results with confidence interval as 95% and level of significance as 0.05 

(Novel Random Forest appears to perform significantly better than Convolutional Neural Network with the 

value of p=0.8). 

  

  

  

 Accuracy  

Levene’s Test 

for Equality of 

Variances  

T-test for Equality of Means  

F  Sig.  t  df  Sig  Mean 

Difference  

Std. Error 

Difference  

95% 

Conf. 

Interval 

Lower  

95% Conf. 

Interval 

Upper  

Equal 

Variances 

assumed   

1.402 .252 .140 18 .445 .20000 1.43278 -2.81017 3.21017 

Equal 

Variances 

not 

assumed   

1.402 .252 .140 15.809 .445 .20000 1.43278 -2.84035 3.24035 

 

 
Fig. 1. Comparison of Novel Random Forest and Convolutional Neural Network in terms of accuracy. The 

mean accuracy of Novel Random Forest is greater than Convolutional Neural Network and the standard 

deviation is also slightly higher than Convolutional Neural Network. X-axis: Novel Random Forest vs 

Convolutional Neural Network. Y-axis: Mean accuracy of detection + 1 SD 
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Fig. 2. Multiple images showing various expressions of human beings like Happiness, Sadness, Disgust, 

Surprise, Contempt, Anger and fear. Those images are collected from an independent dataset. 

 

 

 

 


