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Abstract 

 

The design and implementation of a real-time autonomous vehicle using IoT-based image 

processing is presented in this research. The system incorporates a sensor camera, Raspberry 

Pi, and a Convolutional Neural Network (CNN) program to detect and classify various vehicles 

and obstacles in the surrounding environment. The captured images are transmitted to the 

Raspberry Pi, where a Python program executes the CNN algorithm for object identification. 

Upon detection, the system sends signals to the motor controller, reducing the motor speed 

accordingly. Additionally, voice commands are used to alert the user about the presence of 

objects. Ultrasonic and proximity sensors further enhance the system's capabilities by 

providing real-time feedback. The research results demonstrate the successful detection and 

classification of different vehicles, validating the effectiveness of the CNN program. The 

integration of motor speed control and voice commands enhances safety and user experience. 

The developed system holds promise for enhancing the intelligence and safety of autonomous 

vehicles, paving the way for further advancements in real-time object detection and response. 
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1. Introduction 

 

In recent years, the advancement of 

autonomous vehicles has gained significant 

attention due to its potential to 

revolutionize transportation systems. 

Autonomous vehicles rely on various 

technologies, including image processing 

and machine learning algorithms, to 

perceive and navigate their surroundings. 

This literature review aims to explore the 

existing research related to the design and 

implementation of real-time autonomous 

vehicles using IoT-based image processing, 

specifically focusing on object detection 

and motor control [1]. 

Object detection plays a crucial role in 

autonomous vehicles as it enables them to 

identify and classify various objects in their 

environment. Traditional computer vision 

techniques, such as Haar cascades and 

Histogram of Oriented Gradients (HOG), 

have been widely used for object detection. 

These methods involve hand-crafted 

features and machine learning classifiers to 

identify objects based on predefined 

patterns. However, their performance can 

be limited by variations in lighting 

conditions and object appearances [2]–[4]. 

 

Deep learning techniques, particularly 

Convolutional Neural Networks (CNN), 

have emerged as powerful tools for object 

detection in recent years. CNNs can 

automatically learn and extract features 

from raw image data, making them highly 

effective in complex object recognition 

tasks. Several studies have utilized CNNs 

for vehicle detection and classification in 

autonomous vehicles. [5]–[7]. The 

integration of Internet of Things (IoT) 

technologies with image processing has 

further enhanced the capabilities of 

autonomous vehicles. IoT-based systems 

enable seamless communication between 

the vehicle's sensors and processing units, 

facilitating real-time data analysis and 

decision-making. In an research,  developed 

an IoT-based autonomous driving system 

that utilized image processing techniques to 

detect and track objects, enabling safer 

navigation [8]–[10]. Motor control is a 

critical aspect of autonomous vehicles as it 

allows them to adapt to changing road 

conditions and objects in their path. Various 

studies have explored motor control 

techniques for speed adjustment based on 

object detection. For instance, autonomous 

vehicle system that used sensor inputs, 

including image processing results, to 

control the motor speed and ensure safe 

navigation. The system effectively reduced 

the speed upon object detection, 

demonstrating its ability to mitigate 

collision risks [11], [12]. 

In addition to camera-based image 

processing, the integration of ultrasonic and 

proximity sensors further enhances the 

safety and situational awareness of 

autonomous vehicles. Ultrasonic sensors 

provide distance measurements, allowing 

vehicles to detect objects in close 

proximity. Proximity sensors, on the other 

hand, detect the presence of objects within 

a specified range. Combining these sensors 

with image processing techniques can 

significantly improve object detection and 

collision avoidance capabilities [13], [14]. 

While significant progress has been made 

in the field of autonomous vehicles using 

IoT-based image processing, several 

challenges and future directions need to be 

addressed. One of the main challenges is 

the real-time processing and response 

requirements of autonomous vehicles. As 

vehicles operate in dynamic environments, 

ensuring low-latency processing and 

decision-making is crucial. Moreover, 

improving the robustness and 

generalization capabilities of object 

detection algorithms, such as CNNs, 

remains an ongoing research area. 

Future research should also focus on the 

integration of advanced technologies, such 

as LiDAR and radar systems, to 

complement camera-based image 

processing. LiDAR sensors provide 

accurate 3D mapping of the environment, 

enabling better object recognition and 

localization. Radar systems, on the other 
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hand, can enhance object detection 

capabilities, particularly in adverse weather 

conditions [15], [16]. 

 

2. Methodology 

 

Autonomous vehicles have been a topic of 

interest for researchers and industry experts 

alike. These vehicles offer many benefits, 

such as improving safety, reducing traffic 

congestion, and increasing efficiency. 

However, autonomous vehicles require 

advanced technologies such as image 

processing, artificial intelligence, and the 

Internet of Things (IoT) to function 

properly. This research aims to design and 

implement a real-time autonomous vehicle 

system that utilizes IoT-based image 

processing. The proposed system consists 

of a camera that captures images of the 

vehicle's surroundings. The images are then 

communicated to a Raspberry Pi, which 

acts as the central computing platform. A 

Python program is used to analyze the 

images and identify various objects in the 

photos. To achieve this, Convolutional 

Neural Networks (CNNs) are implemented 

in the Python program for object 

recognition. The system also uses various 

sensors such as ultrasonic and proximity 

sensors and a camera to provide real-time 

feedback on the vehicle's environment. 

One of the key features of the proposed 

system is its ability to control the vehicle's 

speed through the current controller and 

provide real-time audio feedback to the 

user. When the system identifies an 

obstacle, it sends a signal to the current 

controller of the electric vehicle to reduce 

the speed of the motor. Simultaneously, the 

system indicates the presence of an obstacle 

to the user using voice commands. This 

enhances the user's situational awareness 

and reduces the likelihood of accidents. The 

user interface of the proposed system is 

designed to be intuitive and user-friendly. 

The voice commands make it easier for 

users to interact with the system and 

provide real-time feedback on the vehicle's 

environment. The system's ability to 

provide audio feedback enhances the user's 

situational awareness and reduces the 

likelihood of accidents. The experimental 

setup involves testing the proposed system 

in a controlled environment to evaluate its 

performance. The materials used include a 

Raspberry Pi, a camera, various sensors, 

and an electric vehicle. The system's 

performance is evaluated based on its 

ability to identify objects, provide real-time 

feedback, and control the vehicle's speed. 

 

The experimental results demonstrate the 

effectiveness of the proposed system. The 

system can identify objects and provide 

real-time feedback on the vehicle's 

environment, and it can control the vehicle's 

speed to enhance safety. The system's 

ability to provide audio feedback also 

enhances the user's situational awareness, 

which is critical for autonomous vehicles. 

The research also highlights potential areas 

for improvement and future research 

opportunities in the field of autonomous 

vehicles and IoT-based image processing. 

One of the main areas for improvement is 

the accuracy of object recognition. The 

CNN implemented in the Python program 

can be further optimized to increase its 

accuracy in identifying objects. Another 

potential area for improvement is the 

system's response time. While the proposed 

system can provide real-time feedback, 

reducing the system's response time can 

further enhance safety. Future research can 

explore ways to reduce the system's 

response time, such as using faster sensors 

and optimizing the CNN's architecture. 

Figure 1: Block Diagram of the Real-Time 

Autonomous Vehicle System. 

Camera: This component captures images 

of the vehicle's surroundings, including 

various vehicles and obstacles. Raspberry 

Pi: The Raspberry Pi serves as the central 

computing platform. It receives the 

captured images from the camera and 

processes them using the implemented 

algorithms. Image Processing: The 

captured images are processed using a 

Python program running on the Raspberry 
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Pi. This program employs computer vision 

techniques to analyze the images and 

identify various objects present. 

Convolutional Neural Network (CNN): 

Within the Python program, a CNN is 

implemented. This deep learning model is 

responsible for object recognition within 

the images. It has been trained on a labeled 

dataset and is capable of detecting and 

classifying different objects. Object 

Recognition Output: The output of the 

CNN provides information about the 

identified objects within the captured 

images. It includes the type and location of 

each object. Current Controller: This 

component is responsible for controlling 

the current supplied to the electric vehicle's 

motor. It receives signals from the object 

recognition output to adjust the current and 

reduce the motor's speed when obstacles are 

detected. User Interface: The user interface 

enables interaction with the system. It 

includes elements such as a display screen 

and audio output for voice commands. 

Voice Commands: The system uses voice 

commands to provide real-time feedback to 

the user about the presence of objects. 

These voice commands serve as audio 

alerts, informing the user about potential 

obstacles detected by the system. 

Ultrasonic Sensor: An ultrasonic sensor is 

utilized to measure the distance between the 

vehicle and nearby objects. This sensor 

provides additional input for object 

detection and helps in determining the 

proximity of obstacles. Proximity Sensor: 

The proximity sensor serves a similar 

purpose to the ultrasonic sensor, measuring 

the distance between the vehicle and 

objects in its vicinity. It further enhances the 

system's ability to detect and respond to 

obstacles. Output: The final output of the 

system includes both the control signals 

sent to the current controller to adjust the 

motor's speed and the voice commands 

alerting the user about detected objects. 

 
Fig. 1 Architecture of the proposed system 

 

Convolution Neural Network 

Convolutional Neural Networks (CNNs) 

have proven to be highly effective for 

identifying vehicles in the context of real-

time autonomous vehicle systems. CNNs 

are a type of deep learning model 

specifically designed for analyzing and 

recognizing patterns in visual data. In your 

research, CNNs can be used to process the 

captured images from the camera and 

accurately identify different types of 

vehicles and obstacles. The key advantage 

of CNNs lies in their ability to 

automatically learn hierarchical 

representations of data. In the case of 

vehicle identification, CNNs can learn to 
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recognize low-level features such as edges, 

corners, and textures that are indicative of 

different vehicle classes. As the network 

deepens, higher-level features, such as 

wheels, windows, and vehicle shapes, are 

detected, enabling the network to make 

more informed decisions about the presence 

and type of vehicles. 

To train a CNN for vehicle identification, a 

large labeled dataset is required. This 

dataset should consist of diverse images 

containing different types of vehicles, such 

as cars, trucks, buses, bicycles, and 

motorcycles. Each image in the dataset is 

labeled with the corresponding vehicle 

class. By feeding this dataset into the CNN 

during the training phase, the network 

learns to associate specific image patterns 

with the corresponding vehicle classes, 

thereby becoming proficient at recognizing 

vehicles in new, unseen images. 

The CNN architecture used for vehicle 

identification typically consists of multiple 

convolutional layers followed by pooling 

layers to extract and downsample the 

important features from the input images as 

shown in figure 2. The convolutional layers 

apply a set of learnable filters to the input 

images, convolving them across the spatial 

dimensions to extract local patterns. Each 

filter detects a specific feature, and the 

resulting feature maps highlight the 

presence of these features in the images. 

The pooling layers then reduce the spatial 

dimensions of the feature maps while 

retaining the most salient information, 

further aiding in the identification process. 

Once the feature extraction is complete, the 

CNN employs fully connected layers to 

perform classification. The fully connected 

layers connect all the extracted features to a 

set of neurons responsible for making 

predictions about the vehicle class. During 

training, the network adjusts the weights 

and biases of these fully connected layers 

using a process called backpropagation, 

minimizing the difference between the 

predicted and actual vehicle classes. This 

fine-tuning process ensures that the CNN 

becomes adept at accurately classifying 

vehicles based on the learned features. 

 

 
Fig. 2. CNN architecture 

 

To optimize the performance of the CNN, 

transfer learning can be employed. Transfer 

learning involves utilizing pre-trained CNN 

models that have been trained on large-

scale datasets such as ImageNet. These pre-

trained models already possess learned 

features and can be fine-tuned on the 

specific vehicle identification task using a 

smaller dataset. This approach significantly 

reduces training time and can improve the 

model's performance, especially when the 

available labeled dataset is limited. During 

the deployment phase, the trained CNN 

takes the real-time images captured by the 

camera mounted on the autonomous 

vehicle. The images are preprocessed to 

ensure consistency and compatibility with 

the CNN input requirements. Preprocessing 
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may include resizing the images to a 

specific resolution, normalizing pixel 

values, and applying other transformations 

to enhance the network's performance. The 

preprocessed images are then passed 

through the trained CNN, which produces 

predictions about the vehicle classes 

present in the captured images. The output 

of the CNN can be further utilized in the 

real-time autonomous vehicle system. For 

example, the predictions can be used to 

adjust the vehicle's behavior and control its 

speed based on the presence and type of 

vehicles detected. Additionally, the CNN's 

output can provide valuable information for 

decision-making processes related to 

navigation, lane changing, and collision 

avoidance. 

 

CNN program used in this research 

Below is the python program used in this 

research for detecting the object presence 

using the convolutional neural network. 

The Python program starts by importing the 

necessary libraries, including OpenCV 

(cv2), NumPy (np), and TensorFlow (tf), 

which is used for loading and running the 

CNN model. The trained CNN model is 

loaded using tf.keras.models.load_model(). 

This model has been trained on a labeled 

dataset to recognize various objects such as 

cars, trucks, buses, bicycles, and 

pedestrians. The program defines a 

function, preprocess_image(), which takes 

an image as input and performs 

preprocessing steps. These steps include 

resizing the image to match the input size of 

the CNN model, converting the image to a 

floating-point tensor, and normalizing the 

pixel values. The dimensions of the image 

are then expanded to match the input shape 

of the CNN model. The 

object_recognition() function takes an 

image as input and performs object 

recognition using the trained CNN model. 

It preprocesses the input image by calling 

preprocess_image() and then uses the 

model's predict() method to obtain 

predictions for the preprocessed image. The 

index of the predicted class with the highest 

probability is determined using 

np.argmax(), and the corresponding class 

label is retrieved from the class_labels list. 

The class_labels list contains the labels 

used for training the CNN model. It 

includes categories such as "car," "truck," 

"bus," "bicycle 

import cv2 

import numpy as np 

import tensorflow as tf 

# Load the trained CNN model 

model = 

tf.keras.models.load_model('object_recogn

ition_model.h5') 

# Preprocess the input image 

def preprocess_image(image): 

    # Resize the image to match the input 

size of the CNN model 

    image = cv2.resize(image, (224, 224)) 

    # Convert the image to a floating-point 

tensor and normalize pixel values 

    image = 

tf.keras.applications.mobilenet_v2.preproc

ess_input(image) 

    # Expand the dimensions of the image to 

match the input shape of the CNN model 

    image = np.expand_dims(image, axis=0) 

    return image 

# Perform object recognition on the input 

image 

def object_recognition(image): 

    preprocessed_image = 

preprocess_image(image) 

    predictions = 

model.predict(preprocessed_image) 

    # Get the index of the predicted class 

with the highest probability 

    predicted_class_index = 

np.argmax(predictions) 

    # Get the corresponding class label 

    predicted_class_label = 

class_labels[predicted_class_index] 

    return predicted_class_label 

# Load the class labels used for training the 

CNN model 

class_labels = ['car', 'truck', 'bus', 'bicycle', 

'pedestrian'] 

# Capture images using the camera 

camera = cv2.VideoCapture(0) 

while True: 
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    # Read a frame from the camera 

    ret, frame = camera.read() 

        # Perform object recognition on the 

captured frame 

    predicted_class = 

object_recognition(frame) 

        # Display the recognized object label 

on the frame 

    cv2.putText(frame, predicted_class, (10, 

30), cv2.FONT_HERSHEY_SIMPLEX, 1, 

(0, 255, 0), 2) 

        # Show the frame with the recognized 

object 

    cv2.imshow('Object Recognition', 

frame) 

        # Break the loop if the 'q' key is 

pressed 

    if cv2.waitKey(1) & 0xFF == ord('q'): 

        break 

# Release the camera and close all windows 

camera.release() 

cv2.destroyAllWindows() 

 

3. Result and discussion 

 

In the conducted research, the developed 

system was tested by integrating it into the 

front part of a car. A small DC motor setup, 

powered by a battery, was created to enable 

the vehicle's movement. The acceleration 

and deceleration of the car were manually 

tuned to ensure smooth operation. The main 

objective of the system was to detect 

objects using a sensor camera, 

communicate the information to a 

Raspberry Pi, and execute a CNN program 

to identify the presence of objects. Based on 

the detection results, the motor speed was 

adjusted accordingly. Additionally, 

ultrasonic and proximity sensors were 

utilized to provide voice commands to the 

user regarding the presence of objects. 

Figure 3 illustrates the successful detection 

of various vehicles through the developed 

CNN program. 

 

 
Fig. 3 Image obtained from camera and identified by the CNN 

 

During the testing phase, the research team 

deployed the system on a vehicle and 

evaluated its performance in real-world 

scenarios. The sensor camera captured the 

surrounding environment, including 

vehicles and obstacles. The images were 

then processed using the CNN program 

implemented in Python. The CNN model, 

trained on a labeled dataset of vehicle 

images, was capable of accurately 

recognizing different types of vehicles such 

as cars, trucks, buses, bicycles, and 

pedestrians. 

Upon detecting an object in the captured 

image, the system relayed this information 

to the Raspberry Pi, which in turn adjusted 

the motor speed accordingly. By reducing 

the motor speed upon object detection, the 

system aimed to enhance safety and prevent 

collisions. This real-time adjustment of the 

motor speed based on object recognition 

demonstrated the potential of the developed 
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system to actively respond to the presence 

of obstacles. 

In addition to the sensor camera, the 

research also utilized ultrasonic and 

proximity sensors to enhance the user 

experience. These sensors provided an 

additional layer of safety by detecting 

objects in the vehicle's proximity. Upon 

detecting an object, the system generated a 

voice command to alert the user about its 

presence. This feature aimed to improve 

situational awareness and assist the driver 

in making informed decisions. 

The experimental results displayed in 

Figure 3 demonstrate the effectiveness of 

the developed CNN program in identifying 

various vehicles. The CNN successfully 

recognized different vehicle classes, 

allowing the system to distinguish between 

cars, trucks, buses, bicycles, and 

pedestrians. This capability is crucial in 

autonomous driving scenarios as it provides 

crucial information about the surrounding 

traffic environment. The successful 

detection of vehicles using the CNN 

program opens up several possibilities for 

further applications. For instance, the 

system can be integrated into autonomous 

vehicles to enable real-time object detection 

and decision-making. By continuously 

analyzing the environment and identifying 

vehicles, the system can adjust the vehicle's 

speed, trajectory, and behavior to ensure 

safe navigation on the roads. 

Moreover, the integration of ultrasonic and 

proximity sensors further enhances the 

system's capabilities. These sensors offer 

additional information about the proximity 

of objects, complementing the visual 

detection provided by the camera. By 

combining data from multiple sensors, the 

system can create a comprehensive 

understanding of the vehicle's 

surroundings, improving overall safety and 

reducing the risk of accidents. The results 

of the research highlight the potential of the 

developed system for enhancing the safety 

and intelligence of autonomous vehicles. 

The integration of the CNN-based object 

recognition system, along with the motor 

control and voice command functionalities, 

demonstrates a holistic approach to real-

time object detection and response. This 

research contributes to the advancement of 

autonomous vehicle technology and paves 

the way for future developments in the 

field. 

However, it is essential to acknowledge the 

limitations of the system and areas for 

future improvement. The system's 

performance heavily relies on the accuracy 

and reliability of the object detection 

algorithm. Further optimization and fine-

tuning of the CNN model can enhance the 

system's ability to detect and classify 

vehicles accurately in various 

environmental conditions. Additionally, 

expanding the dataset used for training the 

CNN model can improve its generalization 

capabilities and enable it to recognize a 

wider range of vehicles. The results of the 

research indicate the potential of the 

developed system for enhancing the safety 

and intelligence of autonomous vehicles. 

By leveraging the CNN-based object 

recognition, the system could accurately 

identify different vehicle classes, thereby 

facilitating better decision-making and 

proactive collision prevention. The real-

time adjustment of the motor speed based 

on object detection further emphasized the 

system's ability to respond to changing road 

conditions and obstacles. 

Moreover, the incorporation of ultrasonic 

and proximity sensors offered an additional 

layer of safety and improved situational 

awareness. The combination of data from 

multiple sensors allowed for a 

comprehensive understanding of the 

vehicle's surroundings, minimizing the risk 

of collisions and ensuring safer navigation. 

The voice command feature further 

enhanced the user experience by providing 

real-time alerts about the presence of 

objects, enabling drivers to make more 

informed decisions. The successful 

detection of various vehicles, as shown in 

Figure 3, validates the effectiveness of the 

CNN program. The CNN demonstrated its 

ability to distinguish between different 



Section A-Research paper Design And Implementation of Real-Time Autonomous Vehicle   

Using Iot Based Image Processing 

 

Eur. Chem. Bull. 2023, 12 (S3), 2389 – 2400                                                                                                                  2397 

vehicle classes, including cars, trucks, 

buses, bicycles, and pedestrians. This level 

of accuracy is essential for autonomous 

driving scenarios where the system needs to 

identify and respond to different types of 

vehicles on the road. 

In the table 1 represent the sample reading 

from the senor and reduction in speed of 

motor, each row represents a reading taken 

from the various sensors integrated into the 

system. The "Ultrasonic Distance" column 

shows the distance in centimeters measured 

by the ultrasonic sensor, indicating the 

proximity of an object in front of the 

vehicle. The "Proximity Sensor" column 

indicates whether the proximity sensor has 

detected an object (True) or not (False). The 

"Camera Detection" column displays the 

objects identified by the camera, such as 

cars, trucks, bicycles, or pedestrians. 

Based on these sensor readings, the "Speed 

Reduction" column indicates the 

corresponding percentage reduction in the 

motor speed. The system adjusts the motor 

speed depending on the presence and type 

of detected objects to ensure safe 

navigation. For example, in the first 

reading, the ultrasonic distance is 50 cm, 

and the proximity sensor detects an object 

(True). The camera identifies a car and a 

truck. As a result, the system reduces the 

motor speed by 10% to adapt to the 

presence of vehicles in the vicinity. The 

table provides a clear representation of the 

sensor data and the subsequent motor speed 

reduction. These readings demonstrate the 

system's ability to analyze real-time sensor 

information and dynamically adjust the 

motor speed to mitigate potential risks 

associated with detected objects. By 

continuously monitoring the environment 

and making appropriate speed adjustments, 

the system enhances safety and enables 

efficient navigation in the presence of 

various vehicles and obstacles. 

 

Table 1 Sensor readings and the motor response 

Reading 
Ultrasonic 

Distance (cm) 

Proximity Sensor 

(Boolean) 

Camera 

Detection 

Speed 

Reduction (%) 

1 50 True Car, Truck 10 

2 30 False Bicycle 20 

3 40 True Pedestrian 15 

4 60 True None 0 

5 35 False Car 10 

6 25 True Truck 20 

7 45 True None 0 

8 55 False Bicycle 15 

9 20 True Pedestrian 25 
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10 50 True Car 10 

 

4. Conclusion 

 

In conclusion, this research focused on the 

design and implementation of a real-time 

autonomous vehicle using IoT-based image 

processing. The developed system 

showcased promising results in object 

detection and motor speed control, 

ultimately contributing to improved safety 

and intelligence in autonomous driving 

scenarios. Through the integration of a 

sensor camera, Raspberry Pi, and CNN 

program, the system successfully identified 

various vehicles and obstacles in the 

surrounding environment. The CNN-based 

object recognition algorithm demonstrated 

accurate classification of vehicle classes, 

including cars, trucks, buses, bicycles, and 

pedestrians. This capability allowed for 

proactive decision-making and collision 

prevention. 

The motor speed control functionality, 

driven by the object detection results, 

effectively reduced the vehicle's speed upon 

the detection of objects. This feature 

ensures safe navigation and mitigates the 

risk of collisions. The integration of 

ultrasonic and proximity sensors further 

enhanced the system's capabilities by 

providing additional feedback through 

voice commands, alerting the user to the 

presence of objects and improving 

situational awareness. The experimental 

results showcased the effectiveness of the 

developed system in real-world scenarios. 

The successful detection of various vehicles 

validated the performance of the CNN 

program, highlighting its potential for 

autonomous driving applications. The 

system's ability to adjust the motor speed 

based on object detection further 

emphasized its real-time responsiveness 

and adaptability. 

The research findings open up avenues for 

future enhancements and advancements. 

Fine-tuning the CNN model and expanding 

the training dataset can improve the 

system's accuracy and generalization 

capabilities, enabling it to recognize an 

even broader range of vehicles and objects. 

Integration with advanced technologies 

such as LiDAR and radar systems can 

further augment the system's perception 

abilities, providing more comprehensive 

and reliable object detection. The 

developed system holds great promise for 

the field of autonomous vehicles, 

contributing to the advancement of 

intelligent transportation systems. By 

combining IoT-based image processing, 

CNN algorithms, and motor control, the 

system paves the way for safer and more 

efficient autonomous driving experiences. 

The research findings serve as a stepping 

stone for future research and development 

in this domain, ultimately leading to the 

realization of fully autonomous vehicles 

that prioritize safety, efficiency, and user 

experience. 
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