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Abstract 

 

The cloud offers many IT resources such as low-cost and flexibility of products across the Internet. Cloud 

became the most demanding infrastructure as many cloud providers seek greater business outcomes and 

environment. Cloud became more difficult as a result. It amply demonstrates that the intelligent cloud's new 

beginning is currently taking place. Optimizing the cost-effective cloud service configuration and resource 

allocation adaptability are just a few drawbacks that the cloud is currently experiencing. We can say that using 

machine learning to boost cloud management intelligence is becoming more and more popular. This article 

focuses on the architecture of deep reinforcement learning-based intelligent cloud resource management. Cloud 

will work efficiently and automatically negotiate the best configuration, starting from complex cloud 

environments by using Deep Reinforcement Learning. At last, We provide a concrete example to illustrate the 

remarkable power of deep reinforcement learning in the intelligent cloud. 
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1. Introduction 

 

The reliability of applications now demands IoT 

sensors most widely. This made us develop a lot of 

smart technologies and control the equipment [1]. 

These are simple in terms of their cost parameters 

and size which makes them undergrowth for IoT 

applications. Due to the cost factor, this made IoT-

based Applications use very easily and doesn't 

require a human management system for 

installation of it. IoT systems behave like they are 

engaged with vehicle driving modules because of 

their quick and accurate responses.[2-3].It has a 

task controller, wireless medium, and sensor with 

transmission module.No outside party can ever 

obstruct communication between the sensing 

element and the receiver because the proposed 

architecture uses single-ended Internet of Things 

transmission. To send the signal to an additional 

task controller, the transmission module is directly 

connected to the sensors.[4].Data collected from 

sensor devices is exchanged by the task controller, 

which consists of a microcontroller chip and IoT 

receiver module. Here, depending on the signal 

received from the IoT channel, the system's 

response will alter. 

To enable the required action, the task controller 

immediately receives the sensor data collected by 

IoT sensors. Most applications won't ever store the 

obtained sensor data.[5].The medium is observed 

for a set period using those compromised and 

medical sensors to keep track of the measurement 

data records. Along with the IoT modules in these 

applications, external storage is provided to save 

the data.[6-7]. Another recent trend is the ability to 

store any kind of large amounts of data in the cloud 

for the required amount of time. Accessibility is the 

primary benefit of cloud data storage [8]. 

Anywhere in the world can easily access the 

measured values from IoT devices. 

An edge computing model was implemented for 

making the cloud an easy process. Artificial 

intelligence techniques were incorporated into the 

architecture of edge computing to speed up and 

improve the computing process.[9]. The network 

simulator tool was used to analyze the performance 

of the edge computing technique, and the results 

show that edge computing performs better in terms 

of delay.[10]. To save elderly people in dire 

situations, a disaster management system was 

suggested. Numerous sensors were included in the 

system to monitor for floods, heavy rain, 

earthquakes, and other events. The IoT platform 

connects all sensors to let family members and the 

rescue team know when there is an emergency. 

With an ongoing power supply, the system operates 

independently and keeps going.[11]. A fog network 

has been used to create a network allocation system 

for speedier data transmission. This reduces the 

amount of energy needed for transmission while 

improving the speed of data transmission 

somewhat. A lot of data can be transmitted quickly 

thanks to the fog network. 

 

2. Related works 

In comparison to human and other manipulation 

processes, these data mining algorithms are quick 

and effective. By examining the sensor data with 

machine learning algorithms, a system for 

predicting river floods was proposed [12]. To 

determine the prediction accuracy, the work was 

validated using a random forest algorithm and 

LSTM.In contrast, the random forest model 

outperforms the LSTM model. To train and test the 

model as soon as possible, the data collected from 

the sensors is divided into various sections. The 

algorithm is then released for use in the standard 

analysis procedure [13]. To protect the transmitted 

IoT during testing, a process mining technique was 

developed. These algorithms can detect data 

misbehavior [14]. Attacks and data loss both have 

the potential to result in data loss and manipulation. 

To guarantee successful data reception, the process 

mining system monitors data transmission.[15].  

During the cloud computing process, the likelihood 

of a data attack is decreased. A recommendation 

work on data mining algorithms was established to 

ascertain the most efficient algorithm for analyzing 

big data about their applications. According to the 

research, not every application will be compatible 

with every data mining algorithm [16]. For every 

application, a unique data mining algorithm needs 

to be developed to achieve exceptional system 

efficiency. The computational complexity, 

flexibility, and time required for the verification 

process must all be considered. 

The cloud layer is located at the very top of the 

architecture. Cloud technology is the best in terms 

of processing and storage power [17]. To create the 

software services for citizens, all city data in this 

layer may be combined with other non-city data or 

other cloud data. One can carry out a variety of 

difficult tasks using the cloud platform that might 

not be possible at least patterns of the 

architectureD2C-DM in the city[18]. It is clear that 

a significant amount of IoT devices contribute to 

the system and generate enormous amounts of data 

in many smart city scenarios. Therefore, 

maintaining or storing the data close to the 

network's edge is essential to ensuring better 

facilities for any latency-sensitive services 

improving the effectiveness of a smart city 

approach overall.[19-20]. Notably, one of the 

fundamental requirements of any smart computing 

system is the efficient use of resources. It is 

necessary to preprocess this data before storing it 

and to remove any excess data to make efficient 

use of the system's overall storage resources. 

In conclusion, cloud computing increases 

opportunities and capabilities for the efficient use 
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of modern IT resources. With effective control 

algorithms, intelligent resource management in the 

cloud can maximize its advantages while 

demonstrating remarkable skill in automatic 

resource allocation and online. 

 

3. Intelligent resource management-

Architecture 
Figure 1 illustrates the two main parts of an 

intelligent resource management architecture: IT 

resources, and an allocator, an intelligent resource 

manager, is made up of a controller,  and a 

monitor; and an IT resource, is made up of big 

resource pools. To submit application requests with 

various demands, clients must first communicate 

with the controller. Based on application demands 

and knowledge of current resource utilization, the 

controller implements the algorithm from its 

resource schedule algorithm pool to satisfy 

application demands while taking system resource 

constraints into account. The intelligent resource 

management architecture's resource schedule 

algorithm pool, which is a key component, contains 

a variety of algorithms, including online algorithms 

and offline algorithms that combine both offline 

and online components [21]. The monitor is in 

charge of regularly providing the controller with 

information regarding system resource utilization 

and application quality of service, and the allocator 

is in charge of assigning applications to resource 

pools by the configuration chosen by the 

controllers. It collaborates with the allocator and 

monitors to intelligently distribute resources, the 

controller is a crucial part of a resource 

management architecture. The resource scheduler 

algorithm pool, which houses many control 

algorithms, is the brain of the controller.  

The DRL algorithm described in this paper is an 

online algorithm that merges reinforcement 

learning and deep learning to directly generate, in a 

limited number of iterations from the raw 

application requirements, the ideal resource 

configuration, especially for high dimensional 

requirements. The controller, as shown in Figure 1, 

chooses a course of action based on the deep 

learning network, and as compensation, the 

application operating environment provides 

feedback data and a new environment state. After 

the deep neural network has been pretrained with 

RE, it is optimized using reinforcement learning 

experiences. As a result, the deep learning and 

reinforcement learning components can work in 

unison to make a way to unprocessed the demands 

of applications and intelligently determine a policy 

configuration in a set of limited steps. 
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Figure 1: Intelligent resource management-Architecture 

 

The resource pool is a fully managed cloud hosting 

choice with exceptional flexibility. A resource pool 

is an abstraction that users use to present and 

consume resources consistently. It stands for a 

collection of methods for resource management 

and classification used by service providers. 

Applications, hypervisors, virtual machines, and 

physical and virtual resources make up the typical 

five layers of a resource pool. After the allocator 

matches applications to the correct resource pools, 

an adequate number of resources are assigned for 

implementation 

 

Deep Reinforcement Learning (DRL)  

The agent can predict the ideal behavior from 

previous behavior thanks to a subfield of machine 

learning known as reinforcement learning. Q-

learning, the most well-known and widely used 

reinforcement learning algorithm, bases its 

decisions on a Q-table when selecting actions. To 

hit the bricks arranged in a line at the top of the 

screen in the popular video game Breakout, for 

example, you control a movable paddle at the 

bottom of the screen by bouncing the ball. 

whenever a brick is struck, causing it to be 

destroyed and increasing your score, you are 

rewarded. The agent in Q-learning is only shown a 

small number of screen images, but it can choose a 

moving action based on prior experiences to 

increase the score. Past effects are typically stored 

in a Q-table along with Q-values, To evaluate the 

extended effects of a specific action in a given 

state. The Q-table will iteratively update based on 

the Bellman equation each time a new action is 

taken, and the agent will occasionally explore 

uncharted territory to avoid locally optimal 

solutions. 

Deep learning has shown incredibly promising 

results in the identification of complex structures of 

high-dimensional data, such as speech, images, and 

space data, when a sufficient number of these 

transformations are combined. The neural 

network's offspring, deep learning, is a model-free 

function approximator that can easily handle the 

increasing computation and data loads. By 

combining traditional reinforcement learning with 
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deep learning, The exceptional skill of DRL in 

feature extraction and function approximation is 

the reason it is being suggested. 

4. Outcome and discussions 

A Markov decision process is the most common 

way to formalize a reinforcement learning problem 

in DRL algorithms like the DQN model. Let's say 

the agent is located in a setting that is symbolized 

by a particular state. The agent can take certain 

actions in changing the environment into a different 

state, earn rewards, environment and then change 

the environment into a different state. An MDP is 

made up of a set of transition, states, and action 

rules, and, a,r,s9 are the experience of transition. A 

discrete series of states, deeds, and benefits are 

formed by one episode of this process: 

 

𝐬𝟎, 𝐚𝟎, 𝐫𝟎, 𝐬𝟏, 𝐚𝟏, 𝐫𝟏, 𝐬𝟐, … … 𝐬𝐭, 𝐚𝐭, 𝐫𝐭𝐬𝐭+𝟏, … … . , 𝐬𝐧−𝟏, 𝐚𝐧−𝟏, 𝐫𝐧−𝟏, 𝐬𝐧, (𝟏) 
Several measurement indices, including 

performance, durability, and cost efficiency are 

related to the goal of resource management. Here, 

to clearly explain the Replaced Encoder (RE) 

network (REN) algorithm, we set the goal of 

locating the best configuration policy while taking 

cost considerations into account. In REN, a state is 

a configuration of various resources, such as the 

quantity of CPUs and memories, based on the 

predefined target. A single resource can be adjusted 

by one unit, such as by increasing the CPU by one 

unit and is referred to as an action. Due to its 

complexity, we abandon the approach of 

representing rewards as a linear combination of 

performance and cost when they refer to a two-

dimensional vector involving performance and 

cost. For example, the discount factor, which starts 

at 0.5 and enables the agent to balance the future 

and current prediction of rewards, can be adjusted 

based on system performance. Common fixed 

values are also often used as the starting point for 

other adjustable parameters. Just like DQN, 

formalization of MDP can be negotiated, which is 

due to Markov assumption ie., current state and 

action dependency shown in Figure 2. Using its 

selection policy and the transition rule, the agent 

can then choose an action to take and change states. 

Deep learning comes into play, after saving the 

finished transition sequence in a replay memory, 

The Q-function is estimated by REN using a 

nonlinear approximator, as opposed to the Bellman 

equation, which estimates and updates the Q-

function individually. the corresponding Q-values 

are produced by the nonlinear approximator, which 

accepts states and actions as inputs. The Q-value in 

REN is a two-dimensional vector made up of 

performance and cost, which is precisely the 

normalized reward. The Q-value is used to evaluate 

the long-term effects of a specific action in a given 

state, and REN aims to learn the best configuration 

policy that satisfies the predefined performance 

with the lowest cost. 

 

 
Figure 2: Measurements of the performance and cost 

 

Stability issues are brought up by a reinforcement 

learning algorithm's use of a nonlinear function 

approximator. As a result of being sequential, the 

input data does not adhere to the independent, 

identical distribution that requires neural networks. 

For training the Q-network, we use a mechanism 

called experience replay, which saves transition 

sequences that have already happened. Thus, it not 



Section A-Research paper 
Smart Cloud Data Management System Using Artificial Learning 

 

 

Eur. Chem. Bull. 2023, 12 (S3), 645 – 652                                                                                                                            650  

only eliminates data correlation but also permits the 

network to draw lessons from all prior experiences. 

In addition, the data distribution will change 

significantly, and the policy may fluctuate with 

minor Q-value adjustments. The typical solution to 

this issue is to periodically update fixed network 

parameters while freezing the Q-network. The 

reward scale is the final problem, which when 

backpropagated will result in an unstable state for 

naive Q-learning gradients. This is fixed by 

normalizing the network to a reasonable range, 

limiting error derivations, and adapting clipping 

rewards. 

The following is a description of the entire REN 

execution flow: The controller first discusses the 

requirements of the client application with the 

agent. The agent then reverts to its initial 

configuration, investigates its surroundings, and 

chooses a course of action based on what it knows 

at the moment. The agent can be forced to 

investigate every possibility initially at random 

before relying more heavily on its experience by 

we using an adaptive e-greedy exploration policy. 

The agent receives feedback and enters a new state 

based on the decision made regarding the transition 

rule and action. The agent stores a transition 

sequence it has completed in a replay memory so it 

can be used to train the Q-network. The agent 

chooses random transition sequences from the 

replay memory and trains the Q-network based on 

the loss function as part of the network training 

process. The agent enters the subsequent iteration 

based on the new state after training is finished and 

iterates until the optimization goal is achieved. 

 

4.1 Efficiency Comparisons 

We examine the average cost reduction of the best 

configuration policy to assess the proposed REN 

algorithm's accuracy, SmartYARN,15 and 

RENwhich uses fundamental reinforcement 

learning, a more recent approach to intelligent 

resource management, to arrange primarily for low-

dimensional data and the best course of action, as 

follows: 

𝐂𝐨𝐬𝐭 𝐫𝐞𝐝𝐮𝐜𝐭𝐢𝐨𝐧 𝐫𝐚𝐭𝐢𝐨𝐨𝐩𝐭𝐢𝐦𝐚𝐥 ←
𝐜𝐨𝐬𝐭𝐫𝐞𝐚𝐥

𝐦𝐚𝐱 − 𝐜𝐨𝐬𝐭𝐫𝐞𝐚𝐥
𝐦𝐢𝐧

𝐜𝐨𝐬𝐭𝐫𝐞𝐚𝐥
𝐦𝐚𝐱 (𝟐) 

 

𝐂𝐨𝐬𝐭 𝐫𝐞𝐝𝐮𝐜𝐭𝐢𝐨𝐧 𝐫𝐚𝐭𝐢𝐨𝐒𝐀𝐐𝐍 ←
𝐜𝐨𝐬𝐭𝐫𝐞𝐚𝐥

𝐦𝐚𝐱 − 𝐜𝐨𝐬𝐭𝐒𝐀𝐐𝐍
𝐦𝐢𝐧

𝐜𝐨𝐬𝐭𝐫𝐞𝐚𝐥
𝐦𝐚𝐱 (𝟑) 

 

𝐂𝐨𝐬𝐭 𝐫𝐞𝐝𝐮𝐜𝐭𝐢𝐨𝐧 𝐫𝐚𝐭𝐢𝐨𝐒𝐦𝐚𝐫𝐭𝐘𝐚𝐫𝐧 ←
𝐜𝐨𝐬𝐭𝐫𝐞𝐚𝐥

𝐦𝐚𝐱 − 𝐜𝐨𝐬𝐭𝐒𝐦𝐚𝐫𝐭𝐘𝐚𝐫𝐧
𝐦𝐢𝐧

𝐜𝐨𝐬𝐭𝐫𝐞𝐚𝐥
𝐦𝐚𝐱 (𝟒) 

The fact that the outcomes of the optimal policy 

and REN are generally identical or extremely 

similar in other instances demonstrates REN's 

remarkable capacity for figuring out the best way 

to allocate resources. Additionally, by utilizing 

every reduction result in Figure 3, REN can reduce 

the cost of the ideal configuration policy by an 

average of 99.21%, while SmartYARN can do so 

by 98.13%, demonstrating the superior capability 

of REN in handling low-dimensional data. 

 
Figure 3: Optimal configuration in terms of Accuracy 

To confirm the effectiveness of REN, we 

contrasted its iterations with those of Smart YARN, 

the exhaust algorithm, and REN. The exhaust 

algorithm can identify the ideal resource 

configuration by exploring every scenario. To 

achieve the best outcome, the exhaust algorithm 
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requires 81 iterations. Figure 4 illustrates how 

Smart YARN requires an average of 15.89 

iterations while REN only requires an average of 

8.07 iterations to learn the best configuration 

policy, demonstrating REN's superiority in online 

deployment. 

 

 
Figure 4: Efficiency comparisons between REN and Smart YARN. 

 

5. Conclusions 

 

Through a finite number of learning processes—on 

average, 8.07 iterations—REN can always deliver 

the ideal configuration policy that satisfies the 

specified requirements. DRL is a useful method of 

resource management because its primary cost is 

the time spent looking for the best course of 

action*Because it optimizes the action-value 

function using real-time measurements when 

compared to offline algorithms, REN demonstrates 

its extraordinary capacity to negotiate a better 

configuration policy. When compared to other 

online algorithms, REN also demonstrates 

especially for applications that must run for several 

hours or even several days, its benefit in the 

reduction of iterations.REN is typically a better 

option in resource management with multiple 

optimization goals because it combines 

reinforcement learning, which derives the optimal 

policy directly from the raw application inputs, and 

deep learning, which accelerates the learning 

process, especially for complex and high-

dimensional data. 
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