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Abstract 

 

Aim: The main objective of this research is to estimate the accuracy rating of predicting network operation for 

allocating server resources using servers data using the Novel Linear Regression algorithm versus the Support 

Vector Regression (SVR).  

Materials and Methods: For trying to predict the accuracy rate of network performance for allocating server 

resources in information technology infrastructure, at varying times, the Novel Linear Regression algorithm 

(LR) with sample size=10 and Support Vector Regression (SVR) with sample size=10, 95 percent confidence 

increment, and pretest power is 80 % were restated. The  Novel Linear Regression converts the original into a 

higher-dimensional space, which enhances accuracy.  

Results: Novel linear regression appears to prove with better accuracy (88%) compared to Support Vector 

Regression(78%). There was an  insignificant difference between LR and SVR with p=0.950 (p<0.05). 

Conclusion: When it came to identifying server resources, the Novel Linear Regression algorithm significantly 

outperforms Support Vector Regression in terms of network performance.  
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1. Introduction 

 

The study's goal is to forecast the percentage of 

network performance that is accurate when 

allocating server resources. Predicting Web Server 

Crashes: A Case Study in Algorithm Comparison 

(Alonso, Javier, Jordi Torres, and Ricard Gavaldà. 

2009). A Bayesian Approach to Virtual Resource 

Prediction in a Cloud Environment(Shyam, Gopal 

Kirshna, and Sunilkumar S. Manvi. 2016). Self-

Adaptive Resource Allocation for Energy-Aware 

Virtual Machine Placement in a Cloud of Dynamic 

Computing (Jiang, Han-Peng, and Wei-Mei Chen. 

2018). The applications of the research are students 

will be able to demonstrate digital literacy through 

hardware, operating systems, networking etc. 

Machine learning applications in cloud computing 

resource management (Huang et al. 2013).  

 

Many researchers implemented identifying network 

performance for allocating server resources to raise 

awareness about network performance in server 

resources. Google scholar has around 1800 papers. 

Around 100 articles published in IEEE. Many 

algorithms used in network performance for 

allocating server resources in IT infrastructure. By 

using the Decision tree algorithm the accuracy was 

76% Enhancing Web Server Performance by 

Suppressing Network Traffic for High Performance 

Clients Enhancing Suppressing network traffic to 

improve web server performance Clients (Jin and 

Tomoishi 2015). RMSE score for Support Vector 

Machine 0.064316 and Score Variance was 

0.1294902 (Huang, Chenn-Jung, Yu-Wu Wang, 

Chih-Tai Guan, Heng-Ming Chen, and Jui-Jiun 

Jian 2020). RMSE Score Bias for Random Forest 

0.036077 and Score Variance 0.644596 (Roy, 

Chiranjiv, Sourov Moitra, Mainak Das, 

Subramaniyan Srinivasan, and Rashika Malhotra 

2019). “Prediction of IT Infrastructure Downtime 

Using Hybrid Machine Learning and Natural 

Language Processing" The most cited article was 

(Heru Widagdo et al. 2021) focused on estimating 

network performance of server resources with an 

accuracy of 80.00 percent using the Support Vector 

Regression technique. Because many people may 

not respond to field survey and may not always 

provide reliable information, ground-truth data 

collection may not provide excellent accuracy 

(Mok et al. 2021). According to the literature study, 

machine learning techniques have been utilised to 

forecast the accuracy of network performance of 

server resources. Measuring Application 

Performance on Android Devices: Network and 

Challenges (Hoque, Rao, and Tarkoma 2021). 

Support Vector Regression algorithm mainly used 

to solve the classification and regression problems. 

Our team has extensive knowledge and research 

experience  that has translated into high quality 

publications(Mohan et al. 2022; Vivek et al. 2022; 

Sathish et al. 2022; Kotteeswaran et al. 2022; 

Yaashikaa et al. 2022; Yaashikaa et al. 2022; 

Saravanan et al. 2022; Jayabal et al. 2022; 

Krishnan et al. 2022; Jayakodi et al. 2022; Mohan 

et al. 2022) 

 

The research gap identified for the existing work is 

that there are some failures in the web server 

crashes in prediction of network performance for 

allocating the server resources. Machine learning 

may be used to train servers how to anticipate 

network performance.. This proposed system is to 

improve accuracy in predicting the network 

performance in server resources. 

 

2. Materials and Methods 

 

The research study was done in the Open source 

lab of Saveetha School of Engineering, Saveetha 

Institute of Medical And Technical Sciences. Two 

groups have been identified for the study. Using 

content switching to improve network speed, 

Firewall, and cache load balancing (Syme, 

Matthew, and Philip Goldie. 2004). The Novel 

Linear Regression technique is in Group 1 and the 

Support Vector Regression algorithm is in Group 2. 

The sample size for each group was established 

using prior research while keeping g power at 80%. 

(Jeba et al. 2016). The random sample of the Novel 

Linear Regression algorithm (N=10) and Support 

Vector Regression (N=10) were measured as an 

outcome (Vora, Mehul Nalin 2020). First import 

the dataset in colab. After importing the dataset we 

have to give required code for getting the accuracy 

for the Novel Linear Regression. Then we get the 

required output for the code as graphs and signified 

values. 

 

Linear Regression 

Novel Linear regression was among the most well-

known and well-understood algorithms in machine 

learning algorithms. In statistical information, the 

Novel linear regression methodology is used to 

explore the relation between a comeback and one 

or more explanatory variables (also known as 

dependent and independent variables). Simple 

Novel linear regression is used when there is only 

one regression coefficient, whereas multiple Novel 

linear regression could be used but there are many. 

 

 

Algorithm 

1. Start Program  

2. Input the dataset 

3. Explore the data to figure out what they look like 
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4. Give path to LR to configure and store it in a 

variable 

5. Start while loop to loop frame one by one  

6. Detect the objects in frames using variables that 

we declared initially in step 2  

7. find the centroid points of each side(x,y)  

 7.1)calculating the words from tweets  

7.2) Pre-process the data  

7.3)Remove nan values and unwanted values  

7.4)clearing the stop words using lemitizing  

7.5)Removing the unwanted text by cleaning and 

stemming process 

8. Split the data into attributes and tables 

9. Split the data into two different sets one is 

training and other is testing. 

10. Train the K-Nearest neighbor algorithm 

11. Destroy all windows 

12. End program. 

 

 
Fig. 1. Pseudocode of Linear Regression Algorithm 

 

Support Vector Regression 

Distinct value prediction Support Vector 

Regression has been used as a training data 

approach. On the same supposition, SVMs and 

Support Vector Regression both accomplish well. 

The core premise of SVR is that the strongest line 

will be revealed. The best fit line in SVR is the 

shape parameter with the most points. Support 

Vector Machine may also be used as a regression 

method while preserving all of the algorithm's basic 

properties (maximal margin). With a few minor 

differences, the Support Vector Regression (SVR) 

employs the same categorization concepts as the 

SVM.

 

 
Fig. 2. Pseudocode of Support Vector Regression Algorithm 

 

Testing Procedure 

The collection was divided into two portions, one 

for training and the other for testing. The best 

attribute of the training set will be used to train the 

respective algorithm. Following training, testing 

will be used to compare the taught set with the 
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output, which will be expressed as an average 

accuracy. Then, using the data that we require, 

have used the Support Vector Regression algorithm 

to gather the values. 

IBM SPSS (Statistical Package for Social Sciences) 

version 21 was employed in the analysis.It is a 

gathering of quantitative software for data analysis. 

Ten iterations with a maximum of 20 samples were 

done for both hypothesised and current procedures, 

and the anticipated accuracy for each iteration was 

recorded for quality analysis. 

 

Statistical Analysis 

The statistical analysis was accomplished using the 

Statistical Package for the Social Sciences (SPSS) 

(Ebbers et al. 2013) and Google collab software 

tools were used to analyze the data. Descriptive 

statistics for average, variance, and standard 

deviation were computed for the LR and SVR 

techniques. Anonymized logging parameters X 1, 

X 2, and so on are independent variables. Output 

variables were the dependent variable (Accuracy). 

To compare the performance of algorithms, an 

independent sample t-test is used. 

 

3. Results 

 

For Novel Linear Regression, we used ten 

instances that were all different from one another. 

The accuracy of Novel Linear Regression looks to 

be 88.00 percent, whereas 10 samples in the 

Support Vector Regression technique yields an 

accuracy of 78.00 percent, as shown in Table 1 

with various incidents that occurred on various 

days. Table 2 shows the mean, standard deviation, 

and standard error mean of Novel Linear 

Regression and Support Vector Regression 

techniques for network performance to server 

resources. For a random sample of N=10, the 

Novel Linear Regression algorithm has an 

exactness mean of 85%, standard deviation 

2.95419, and the Support Vector Regression 

methodology has a precision mean of 77%, 

standard deviation 3.00730.  

The correctness mean of Novel Linear Regression 

is extremely higher than that of Support Vector 

Regression, noted a large difference between the 

two. The mean exactness of the Novel Linear 

Regression methodology and the Support Vector 

Regression algorithm for system performance to 

server resources is represented by a bar graph. 

 

4. Discussion 

Figure 1 contrasts the mean precision of the Novel 

Linear Regression method and the Support Vector 

Regression methodology for data system 

performance. Standard deviation for Novel Linear 

Regression was 2.95419 and Standard deviation for 

Support Vector Regression algorithm was 2.82290. 

Standard error mean was 0.93420 for  Novel Linear 

Regression and Standard error mean for Support 

Vector Regression obtained as 0.89268 for sample 

size (N=10) as tabulated in Table 2. As a result, it 

was completely obvious that the Novel Linear 

Regression algorithm outscored the Support Vector 

Regression methodology in addition to network 

performance for distributing server resources. 

Pretest analysis has been done with gpower 80%. 

Many algorithms used in network performance for 

allocating server resources in information 

technology (IT) infrastructure. By using the 

Decision tree algorithm the accuracy was 81% . 

RMSE score for Support Vector Machine 0.064316 

and Score Variance was 0.1294902 (Huang, 

Chenn-Jung, Yu-Wu Wang, Chih-Tai Guan, Heng-

Ming Chen, and Jui-Jiun Jian. 2013). RMSE Score 

Bias for Random Forest 0.036077 and Score 

Variance 0.644596 (Roy, Chiranjiv, Sourov Moitra, 

Mainak Das, Subramaniyan Srinivasan, and 

Rashika Malhotra. 2015). Information that has been 

listed is divided into training and test material. 

Based on the outcome, a graph was created to 

compare the Novel Linear Regression algorithm 

and the Support Vector Regression computation. 

“Multiple Evidence Combination for Web Site 

Search Using Server Log Analysis.” (Zhou, Jin.). 

Here we secured good output by using the 

algorithms by using their accuracy. The sample for 

this research was collected and processed from log 

files received from a server device before being 

interpreted into a framework (Liao, Shih-Wei, Tzu-

Han Hung, Donald Nguyen, Chinyen Chou, Chi 

Cheng Tu, and Hucheng Zhou. 2009). “Prefetch 

Optimization for Data Center Applications Using 

Machine Learning”. The information in this log is 

the most important source for figuring out how a 

machine functions. It is envisaged that data 

analyzed using machine learning will result in a 

more accurate estimate of server requirements. The 

preceding are the obstacles in retrieving and 

preserving these logs, according to: The wide range 

of products (servers, storage, networking, backup 

power, and so on) The quantity of goods makers 

(multi manufacturer), as well as similar products 

(Servers, Storage, and Networking) from various 

sellers, enabling it to be utilized in a single 

network. Each device (machine) has its own way of 

giving data (Types of Machine Data). Some are in 

text, while others are encrypted, binary files, or 

other file systems. The future work can be 

implemented in  companies to improve the network 

performance. 

 

5. Conclusion 
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In this suggested work, the Linear Regression 

technique used to predict network performance for 

the purpose of allocating server resources 

performed better accuracy 88.00% when compared 

to the Support Vector Regression algorithm. 
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Tables and Figures 

 

  Table 1. Accuracy values of  Novel Linear Regression and Support Vector Regression. 

S no 
Linear Regression 

(Accuracy) 

Support Vector Regression 

(Accuracy) 

1 
88.00 

 
78.03 

2 87.01 77.04 

3 86.02 76.31 

4 85.03 75.01 

5 84.00 74.12 

6 83.23 73.31 

7 82.41 72.42 

8 81.21 71.21 

9 80.00 70.12 

10 79.21 69.01 

 

Table 2. The Novel Linear Regression technique appears to have a mean and standard deviation comparison 

accuracy of 88%, while the Support Vector Regression methodology appears to be 78 % to almost. 

S no N Mean 
Standard 

Deviation 

Std.Mean 

Error 

Linear Regression 10 85.6120 2.95419 .93420 

Support Vector 

Regression 
10 77.6580 3.00730 .95099 

 

Table 3. An independent T is calculated with a 95 percent confidence interval and a level of significance of 0.05 

(the Linear Regression technique outperforms Support Vector Regression with a value of p=0.950). 

 

Levene’s 

Test for 

Equality of 

Variances 

T-test for equality of Means 

F Sig t df 
Sig 

(2-tai-
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Difference 

Std.Error 

Difference 

95% Confidence 

interval of the 
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led) Difference 

Lower Upper 

Accu-

racy 

Equal 

Variances 

assumed 

.004 .950 

5.967 18 .001 7.95400 1.33308 5.15330 10.7547 

Equal 

variances 

not 

assumed 

5.967 17.994 .001 7.95400 1.33308 5.15323 10.7547 

 

Fig. 2. 

 
Fig. 3. In terms of the average accuracy, there is a comparison between the Novel Linear Regression and 

Support Vector Regression algorithms. Novel Linear regression has a higher average accuracy (85%) than 

Support Vector Regression (77 percent ). Support Vector Regression looks to have a lesser standard deviation 

than Novel Linear Regression. LR vs. SVR on the X Axis Axis Y: Mean detection accuracy within 2 standard 

deviations. 

 


