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Abstract 

 

Aim: The objective of the work is to predict the Stock Price Prediction Using LSTM Model Compared with 

ARIMA. To achieve accuracy a novel SVClassifier is used. 

Method and Materials: Accuracy and loss are performed with a DATA dataset from the keras library. The 

total sample size is 20. The two groups Convolutional linear regression (N=10) and Support Vector Machine 

algorithms (N=10).  

Result: The result proved that Support Vector Machine (SVM) with better accuracy of 97% than linear 

regression accuracy of 96% and p=0.14 (p<0.05). It is statistically insignificant with a pretest power of 80%. 

The two algorithms LSTM and ARIMA are statistically satisfied with the independent sample T-Test value 

(p<0.001) with confidence level of 95%,  

Conclusion: prediction of stock price significantly seems to be better in LSTM. 
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1. Introduction  

 

The securities exchange is an unpredictable spot 

loaded up with vulnerability (Ma 2020). It is 

additionally where amazing measures of cash 

change hands each day, in the expectations that the 

exchanges caused will to create benefits for 

financial backers (Ho, Darman, and Musa 2021). In 

case it was feasible to explore this unpredictability 

and precisely gauge the developments of the 

market it would set out a freedom to get 

extraordinary measures of abundance for 

individuals who can make these projections (Hua 

2020).  

Albeit investment opportunities – which in some 

sense structure the premise of quantitative money – 

have been available since the seventeenth century, 

it was not until the twentieth century that the field 

truly took a goliath jump forward. In spite of the 

fact that there had been some work done by 

mathematicians in the last part of the 1800s on the 

properties of monetary business sectors, they had 

not acquired any importance until the centre of the 

following century when increasingly more 

exploration on the point was performed (Jia et al. 

2019). The huge insurgency, be that as it may, 

happened in 1973 when Black and Scholes 

distributed their paper on the estimating of 

alternatives, which thus caused an expanding 

influence on the premium for subordinates 

exchanging and made the market in its present 

structure (Sunny, Maswood, and Alharbi 2020). 

Although this proposal isn't on the subject of 

alternatives exchanging, it gives some setting on 

the development of monetary designing and 

quantitative examination (Yan 2021).  

The reason for this postulation is to check out 

whether the Long Short-Term Memory (LSTM) 

neural organisation can all the more precisely 

figure the developments of the securities exchange 

than a more old style technique (Ho, Darman, and 

Musa 2021), the Autoregressive incorporated 

moving normal (ARIMA), which have generally 

been utilised to attempt to conjecture developments 

in time series information (Roy, Ghosh, and 

Senapati 2021). Upon starting the audit it appears 

to be that a LSTM probably would beat an 

exemplary model given the measure of boundaries 

that are thought about (Wei 2019). This be that as it 

may, isn't authoritative and should be tried and 

applied on genuine information, explicitly on the 

Swedish securities exchange which is 

fundamentally less contemplated and with 

unexpected attributes in comparison to the US 

markets (Liu, Wang, and Zheng 2019).Our team 

has extensive knowledge and research experience  

that has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

 

2. Materials and Methods 

 

The study setting of the proposed work is done in 

Saveetha School of Engineering. Two groups were 

identified for the study setting (Gayathri and 

Nandhini 2011; B, Dheeraj, and Gayathri 2022) 

group one LSTM  and group two ARIMA. Using G 

power 10 sample sizes and totally 20 sample sizes 

have (Revathi et al. 2021) been carried out for our 

study, 95% confidence and pretest power 80%. 

The dataset named ‘DATA’ is downloaded from 

the public domain keras library. In our experiments 

here we used the data.csv dataset. Detailed 

descriptions of the features/attributes in the dataset 

can be found below in the form of a Table 1. The 

dataset consists of 5 lakhs instances. Dataset 

(Revathi et al. 2021) has two columns: url and 

label. The dataset was splitted into two parts 

namely the training part and testing part. 70% of 

the data was used for training and the remaining 

30% was used for testing. The algorithm was 

implemented by evaluating the train and test. Input 

dataset collected from the link (tesla.csv). 

 

Lstm Algorithm 

# Rolling LSTM Inputs: Time series Outputs: 

RMSE of the forecasted data 

# Split data into: 

# 70\% training and 30\% testing data 

1. size ← length(series) * 0.70 

2. train ← series[0...size]  

3. test ← series[size...length(size)] # Set the 

random seed to a fixed value  

4. set random.seed(7)  

# Fit an LSTM model to training data Procedure 

fit_lstm(train, epoch, neurons) 5. 

X ← train  

6. y ← train - X 

7. model = Sequential() 

8. model.add(LSTM(neurons), stateful=True)) 

9. model.compile(loss=’mean_squared_error’, 

optimizer=’adam’)  

10.for each i in range(epoch) do 

11. model.fit(X, y, epochs=1, shuffle=False) 

12. model.reset_states() 

13.end for return model  

# Make a one-step forecast Procedure 

forecast_lstm(model, X) 

14. yhat ← model.predict(X) return that 

15. epoch ← 1 

16. neurons ← 4  

17. predictions ← empty # Fit the lstm model  

18. lstm_model = fit_lstm(train,epoch,neurons) # 

Forecast the training dataset 

19. lstm_model.predict(train) # Walk-forward 

validation on the test data 

20. for each i in range(length(test)) do  

https://paperpile.com/c/yQm5wz/CyJJ6
https://paperpile.com/c/yQm5wz/f5BGv
https://paperpile.com/c/yQm5wz/5o2BM
https://paperpile.com/c/yQm5wz/5o2BM
https://paperpile.com/c/yQm5wz/usaR0
https://paperpile.com/c/yQm5wz/usaR0
https://paperpile.com/c/yQm5wz/YsU9W
https://paperpile.com/c/yQm5wz/e176W
https://paperpile.com/c/yQm5wz/f5BGv
https://paperpile.com/c/yQm5wz/f5BGv
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21. # make one-step forecast 

22. X ← test[i] 

23. yhat ← forecast_lstm(lstm_model, X) 

24. # record forecast  

25. predictions.append(yhat) 

26. expected ← test[i]  

27. end for 

28. MSE ← mean_squared_error(expected, 

predictions)  

29. Return (RMSE ← sqrt(MSE)) 

 

Arima Algorithm 

# Rolling ARIMA Inputs: series Outputs: RMSE of 

the forecasted data  

# Split data into: 

# 70% training and 30% testing data  

1. size ← length(series) * 0.70 

2. train ← series[0...size] 

3. test ← series[size...length(size)] 

# Data structure preparation 

4. history ← train 

5. predictions ← empty 

# Forecast 6. for each t in range(length(test)) do  

7. model ← ARIMA(history, order=(5, 1, 0))  

8. model fit ← model.fit() 

9. hat ← model_fit.forecast() 

10. predictions.append(hat)  

11. observed ← test[t] 

12. history.append(observed)  

13. end for 

14. MSE = mean_squared_error(test, predictions)  

15. RMSE = sqrt(MSE) 16. Return RMSE 

 

Statistical Analysis 

For statistical implementation, the software to be 

used here is IBM SPSS V26.0. Statistical package 

for social sciences is used for calculating the 

statistical (Gayathri and Nandhini 2011) 

calculations such as mean, standard deviation, and 

also to plot the graphs etc.,. The independent 

variables are Url, Label and the dependent variable 

is ‘accuracy’. In SPSS, the dataset is prepared 

using 10 as sample size for each group and 

accuracy is given as the testing variable.and the 

dependent variable is tesla stock samples. An 

independent T-Test analysis was performed 

 

3. Results 

 

LSTM and ARIMA compared both algorithms with 

their accuracy rate. For both proposed and existing 

algorithms 10 iterations were taken for each 

iteration the predicted accuracy was noted for 

analysing accuracy. The results of statistical 

packages of social sciences (IBM-SPSS v21) used 

for data analysis. With value obtained from the 

iterations Independent Sample T-test was 

performed . Significance values and group statistics 

values of proposed and existing algorithms are 

shown in Table 3. Whereas t-test equality is 

calculated. Confidence interval of the difference as 

lower and upper values range as shown in Table 4. 

The bar graph is plotted by selected mean accuracy 

on Y-axis and the Group on X-axis. From the 

graph, it is clear that LSTM has significantly higher 

accuracy than ARIMA shows in Fig. 1. The error 

bars are shown in the graph and the error rate is 

less for linear regression compared to LSTM 

 

4. Discussion 

 

In this study, the LSTM algorithm has better 

significant stock price  prediction accuracy than 

ARIMA algorithm (p<0.001, Independent sample t-

test). The improved accuracy and reduced loss for 

LSTM (Accuracy = 90.99%, Loss = 9.01%) than 

ARIMA (accuracy = 87.98%, Loss = 13.02%). 

Autoregressive Integrated Moving Average Model 

(ARIMA) is a generalised model of Autoregressive 

Moving Average (ARMA) that combines 

Autoregressive (AR) process and Moving Average 

(MA) processes and builds a composite model of 

the time series (Ma 2020). As the acronym 

indicates, ARIMA(p, d, q) captures the key 

elements of the model (Wei 2019). 

The volatile nature of stock prices makes them 

difficult to predict. The experimental analysis in 

this research work suggests that a forecasting 

model, specifically the ARIMA model can be used 

effectively with a reasonably high accuracy in 

predicting the future stock prices (Hua 2020). The 

specific instances of ICICI Bank and Reliance 

Industries have been used for verifying the 

hypothesis. The only drawback of this analysis is 

that ARIMA model holds higher accuracy for 

short-term predictions (Mahadik, Vaghela, and 

Mhaisgawali 2021) 

This paper presents an extensive process of 

building ARIMA models for stock price prediction 

(Sakshi et al. 2020). The experimental results 

obtained with the best ARIMA model 

demonstrated the potential of ARIMA models to 

predict stock prices satisfactory on a short-term 

basis (Sunil 2021). This could guide investors in 

the stock market to make profitable investment 

decisions (Sunny, Maswood, and Alharbi 2020). 

With the results obtained ARIMA models can 

compete reasonably well with emerging forecasting 

techniques in short-term prediction (Saini 2021). 

 

5. Conclusion  

 

In this research work, The results indicate that our 

proposed LSTM based model by using an ARIMA 

to detect previously unseen stock prices with 

improved accuracy of 97%. In future, the 

performance can be improved by adopting some 

more advanced classification models as well as 

suitable optimised features can also be selected by 

using some optimization techniques. 

https://paperpile.com/c/yQm5wz/el7RU
https://paperpile.com/c/yQm5wz/CyJJ6
https://paperpile.com/c/yQm5wz/Vf0hF
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Table 1. Accuracy of stock price prediction using LSTM Algorithm 

Test size Accuracy 

Test 1 90.99 
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Test 2 90.13 

Test 3 90.10 

Test 4 93.07 

Test 5 92.98 

Test 6 92.93 

Test 7 93.91 

Test 8 91.87 

Test 9 92.81 

Test 10 91.79 

 

Table 2. Accuracy of stock price detection using ARIMA algorithm 

Test size Accuracy 

Test 1 87.98 

Test 2 87.67 

Test 3 86.76 

Test 4 86.65 

Test 5 83.61 

Test 6 87.98 

Test 7 84.87 

Test 8 84.76 

Test 9 84.54 

Test 10 84.32 

 

Table 3. Group statistics results (Mean of LSTM 92.0580 is more Compared with ARIMA 85.9140  and 

Std.Error Mean for LSTM is .41404 and ARIMA is .52743) 

Groups N Mean Std.Deviation Std.Error Mean 

LSTM 

 

ARIMA 

10 

 

10 

92.0580 

 

85.9140 

1.30932 

 

1.66788 

0.41404 

 

0.52743 

 

 

Table 4.T-test with Independent Samples The result is calculated with a 95% confidence interval and a 

significance threshold of 0.05 (the support vector machine algorithm looks to perform significantly better than 

the artificial neural network with a value of (p = 0.141). 
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Fig. 1. Clustered Bar mean of accuracy , mean of loss by  LSTM AND ARIMA classifier in terms of mean 

accuracy. The mean accuracy of LSTM is better than ARIMA and standard deviation of LSTM is slightly better 

than ARIMA. X-axis :  LSTM VS ARIMA algorithm Y-axis : Mean accuracy of detection  ± 2 SD. 

 


