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Abstract 

 

Aim: The main aim of the research work is to predict the stock equity using the Linear Regression (LR) over the 

Random Forest (RFA).  

Materials and Methods: The two algorithms linear regression and random forest are compared with a sample 

size = 10. Sample size is calculated using G power software and determined as 10 per group with pretest power 

80%, threshold 0.05% and CI 95%.  

Results: The analysis of the results shows that the Linear Regression has a high accuracy of (89.36%) in 

comparison with Random Forest(87.58%). The P value achieved is 0.620 (p>0.05), which shows it is a 

statistically insignificant difference between the study groups.  

Conclusion: Prediction in classifying from the results it is concluded that the proposed algorithm Linear 

Regression will produce better results than the Random forest algorithm. 
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1. Introduction 

 

The aim of the work is to predict the Novel Stock 

equity prediction using Linear Regression (LR) 

over Random Forest (RFA). The prediction using 

machine learning has succeeded in LR over 

Random Forest Algorithm. Stock marketing is the 

primary source of any industry whether it is private 

sector or public sector to raise their funds for 

business expansions and also further growth of the 

company (“Stock Market Prices Prediction Using 

Random Forest and Extra Tree Regression” 2019). 

These questions are the reason why the analysis of 

stock market price movement has been in the focus 

of both investors and researchers for quite some 

time and there should be two common ways of 

predicting stock equity analysis (Manojlovic and 

Stajduhar 2015). The study explained that the 

regression models and the applications can be 

useful in stock equity prediction (Ravikumar and 

Saraf 2020). We observe that for both LSTM and 

autoregressive integrated moving average with 

variable models a considerable improvement of the 

prediction of stock price movements. Applications 

for predicting Novel stock equity include analysis 

of forecasting financial market prices, including the 

forecast of stock prices, option pricing, exchange 

rates, banking and financial crisis and financial 

status of a company, investing money in stock 

markets, and improving profit of the company. 

In the last five years, Google scholar 

identified almost 2162 research articles on stock 

price prediction using machine learning.Stock 

markets are often interpreted to a particular extent 

as prediction markets, since they will incorporate 

and represent the various opinions of investors who 

disagree on the implications of the available 

information on past and expected events and trade 

on their beliefs in order to achieve profits 

(Lohrmann and Luukka 2019). The goal of 

predicting the stock price may depend upon the 

raising or downfall of the market also called as the 

volatility of the shares. The investment in the stock 

market is always subjected to market risks (“Stock 

Price Prediction” 2019). When an RF receives an 

input of (x), where x is a vector made up of a 

variety of different evidential features examined for 

a given training area, the RF builds (N) DTs and 

averages their results as the final predicted output 

(Nti, Adekoya, and Weyori 2020). From all these 

research papers, the best study paper in my opinion 

is (Manojlovic and Stajduhar 2015); (Ghosh, 

Neufeld, and Sahoo 2021); (Ravikumar and Saraf 

2020)).Our team has extensive knowledge and 

research experience  that has translated into high 

quality publications(Pandiyan et al. 2022; 

Yaashikaa, Devi, and Kumar 2022; Venu et al. 

2022; Kumar et al. 2022; Nagaraju et al. 2022; 

Karpagam et al. 2022; Baraneedharan et al. 2022; 

Whangchai et al. 2022; Nagarajan et al. 2022; 

Deena et al. 2022) 

The research gap identified from the 

existing system Random forest shows poor 

accuracy. The study is to improve the accuracy of 

Classification by incorporating LR and comparing 

performance with RFA. The proposed model 

improves classifiers to achieve more accuracy for 

prediction of Novel stock equity analysis. 

 

2. Materials And Methods 

  

This study setting was done in the Data Analytics 

Laboratory, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences. The number of required samples in 

research are two in which group 1 is LR compared 

with group 2 of Random Forest Algorithm. The 

samples were taken from the device and iterated 10 

times to get desired accuracy with G power 80%, 

threshold 0.05% and CI 95%. A dataset consisting 

of a collection of stocks was downloaded from 

Kaggle website (gracelena 2017). 

 

Linear Regression 

Linear regression performs the task to predict a 

dependent variable value (y) based on a given 

independent variable (x). So, this regression 

technique finds out a linear relationship between x 

(input) and y (output). 

 

Pseudocode for Linear regression 

Step1: Import pack. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input data. 

Step4: Split the datasets for testing and training the 

dataset. 

Step5: Apply LR algorithm. 

Step6: Predict the results. 

 

Random Forest 

The Random Forest was utilized for classifying and 

differentiating input data types. This RFA is widely 

used in Machine Learning to make predictions. 

Random Forest is often used in the stock market to 

predict future profits. It has a big effect on stock 

price forecasting. So, the program predicts the 

stock price. 

 

Pseudocode for Random Forest 

Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input data. 

Step4: Split the datasets for testing and training the 

dataset. 

Step5: Apply Random Forest algorithm. 

Step6: Predict the results 
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Recall that the testing setup includes both hardware 

and software configuration choices. The laptop has 

an Intel Core i5 8th generation CPU with 12GB of 

RAM, an x86-based processor, a 64-bit operating 

system, and a hard drive. Currently, the software 

runs on Windows 10 and is programmed in Python. 

Once the program is finished, the accuracy value 

will appear. Procedure: Wi-Fi laptop connected. 

Chrome to Google Collaboratory search Write the 

code in Python. Run the code. To save the file, 

upload it to the disc, and create a folder for it. Log 

in using the ID from the message. Run the code to 

output the accuracy and graph. 

 

Statistical Analysis 

SPSS is a software tool used for statistics analysis. 

The proposed system utilized 10 iterations for each 

group with predicted accuracy noted and analyzed. 

Independent samples t-test was done to obtain 

significance between two groups. Stock price 

opening and closing price parameters are 

independent variables and stock price prediction is 

dependent variable. Structure of this paper we 

describe the historical data and input parameters 

used for building the proposed models. Then 

details on the machine learning model used in the 

process of  presenting the results of empirical 

evaluation (Parmar et al. 2018). 

 

3. Results 
 

Table 1 shows the accuracy value of iteration of LR 

and RFA.  

Table 2 represents the Group statistics results 

which depicts LR with mean accuracy of 89.36%, 

and standard deviation is 3.27. Random Forest has 

a mean accuracy of 87.58% and standard deviation 

is 2.99. Proposed LR algorithm provides better 

performance compared to the Random Forest 

algorithm.  

Table 3 shows the independent samples T-

test value for LR and Random Forest with Mean 

difference as 1.78, std Error Difference as 1.40. 

Significance value is observed as 0.620 (p>0.05), 

which shows that two groups are  statistically 

insignificant. 

Figure 1 shows the bar graph comparison 

of mean of accuracy on LR and Random Forest 

algorithm. Mean accuracy of LR is 89.36% and 

Random Forest is 87.58%.  

 

4. Discussion 

 

In this study, predicting Novel stock equity in the 

stock market using the LR algorithm has 

significantly higher accuracy, approximately 

(89.36%) in comparison to Random Forest 

(87.58%). LR appears to produce more consistent 

results with minimal standard deviation.  

 We plan to maximize the prediction of 

stocks by collecting and reviewing data with the 

help of Twitter API using Random Forest 

Regressor. There are a variety of variables 

affecting stock markets, the foremost important of 

which are historical records (Padmanayana et al. 

2021). Random forest algorithm constructs the 

multiple decision tree at training time and outputs 

the category that is the mode of the category for the 

classification task (Narkar 2019). Each factor was 

studied independently to seek out its association 

with market performance. The results suggested 

that market behavior of the market is often 

predicted using machine learning techniques (Raza 

2017). Now we have the idea that if we catch the 

timing signal, the movement of the Novel stock 

equity has been in range then we will invest at that 

time during a random forest, each node is split 

using the simplest among a subset of predictors 

randomly chosen at that node (Werawithayaset and 

Tritilanunt 2019). The aim of this paper is to 

predict clean energy stock equity direction using 

random forests. Directional stock price forecasts 

are constructed from within the future; a somewhat 

counterintuitive strategy seems to perform alright 

compared to several other classifiers (Sadorsky 

2021). 

The limitation of this research is that 

complexity of stock equity data, development of 

efficient models for predicting is extremely 

difficult. Stock equity is user privacy that users 

may hesitate to share personal information with the 

software. During this model it is not able to 

consider all given feature variable parameters for 

training.  The longer term scope of proposed work 

is going to be prediction of stock equity supported 

classification using class labels  for lesser time 

complexity. 

 

5. Conclusion 

 

In this study, prediction of Novel stock equity 

analysis using Linear Regression algorithm 

provides better accuracy than Random Forest 

algorithm. Accuracy of linear regression is (89.36) 

and the Random Forest is (87.58). By finding the 

accuracy of both algorithms linear regression has 

higher accuracy. 
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Table 1. Accuracy Values for LR and RFA 

S.NO LR RFA 

1 94.40 90.78 

2 92.45 90.56 

3 89.23 87.39 

4 87.12 86.89 

5 90.63 89.16 

6 91.79 90.72 

7 85.25 83.49 

8 84.59 82.28 

9 91.25 88.61 
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10 86.92 85.95 

Table 2. Group Statistics Results-LR has an mean accuracy (89.36%), std.deviation (3.27),   whereas for RFA 

has mean accuracy (87.58%), std.deviation (2.99). 

Group Statistics 

 

 

Accuracy 

Groups N Mean Std deviation Std. Error Mean 

LR 10 89.363 3.27741 1.03641 

RFA 10 87.583 2.99118 .94589 

 

Table 3. Independent Samples T-test - LR shows significance value achieved is p=0.620  (p>0.05), which shows 

that two groups are  statistically insignificant. 

 

 

 

Accuracy 

Independent Samples Test 

Levene’s Test for Equality of Variances T-test for Equality of Means 

F Sig t df 
Sig(2-

tailed) 

Mean 

Difference 

Std.Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Equal 

variances 

assumed 

.255 

 

 

.620 

 

 

1.26 

 

 

18 

 

 

.221 

 

 

1.78000 

 

 

1.40316 

 

 

-1.1679 

 

 

4.72793 

 

 

Equal 

variances not 

assumed 

  

1.26 

 

 

17.85 

 

 

.221 

 

 

1.78000 

 

 

1.40316 

 

 

-1.1696 

 

 

4.72968 

 

 

 

 
Fig. 1. Bar Graph Comparison on mean accuracy of LR (89.36%) and RFA (87.58%). X-axis: LR, RFA, Y-

axis: Mean Accuracy with  ±1 SD. 


