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Abstract 

 

Aim:The Main target of this work is comparative study of Novel Decision Tree Algorithm and Linear 

Discriminant Analysis(LDA) Algorithm for optimizing Stock price prediction to improve the Accuracy of Stock 

Exchange.  

Materials and Methods: Novel Decision Tree Algorithm (N=10) and Linear Discriminant Analysis Algorithm 

(N=10) are simulated by varying the Novel Decision Tree parameter and Linear Discriminant Analysis 

parameter to optimize the pH. Sample size is calculated using Gpower 80% for two groups and there are 20 

samples used in this work.  

Results:The examination of Accuracy rate is finished by independent Sample size utilizing SPSS Software. The 

Linear Discriminant Analysis Algorithm produces 16.91% Accuracy though Decision Tree algorithm produces 

87.29% Accuracy. The Statistical significance difference between Decision Tree and LDA was found to be 

0.063(p<0.05).  

Conclusion: The Outcome shows that the performance of Decision Tree is better than the performance of 

Linear Discrimination in the terms of Accuracy. 

 

Keywords: Machine Learning, Stock price prediction, Novel Decision Tree Algorithm,  Linear Discriminant 

Analysis Algorithm, Accuracy, Analysis. 
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1. Introduction  

 

Estimating stock market values is both an 

interesting and demanding field of study. 

Forecasting stock market prices is always a 

difficulty for many company experts and 

researchers. Due to the Volatile nature and non-

linear structure of the financial stock market, 

accurately predicting stock market returns is a 

difficult endeavor(Saud and Shakya 2020). The 

Machine Learning model had a significant impact 

in the following research work on Stock Price 

Prediction, which generates forecasts based on the 

present stock market's values by training on their 

prior values(Vijh et al. 2020). While proponents of 

the efficient market hypothesis feel it is impossible 

to effectively predict stock prices, formal 

propositions show that accurate modeling and 

selection of appropriate variables can lead to 

models that can reliably predict stock prices and 

stock price movement patterns.(Mehtab, Sen, and 

Dutta 2021). Predicting the stock market with 

100% accuracy is extremely difficult due to 

extrinsic factors such as social, political, 

psychological, and economic 

influences(Hogenboom, Brojba-Micu, and 

Frasincar 2021). The primary function of stock 

price prediction is to serve as a trading platform 

where various investors can sell and buy shares in 

accordance with the stock's availability. Predictive 

analytics or predictive modeling are other terms for 

machine learning. Machine Learning is based on 

the premise of using increasing data to discover the 

best model for new data among past data.(Çelik 

2018). These predictions will aid in future stock 

prediction. It has always been a hotspot for buyers 

and investors looking to understand the fluctuating 

regularity of the stock market price and predict its 

trend(Agrawal et al. 2022). 

 

In the last 5 years, more than 65 papers have been 

published on IEEE xplore and google scholar on 

Stock price predictions which can be greatly 

invested in stocks for big companies(Pang et al. 

2020).A near gets anticipating the speculation can 

lead towards benefit. In this article investigation of 

Novel Decision Tree Algorithm (Tharwat et al. 

2017; Navada et al. 2011) and Linear Discriminant 

Analysis Algorithm (Tharwat et al. 2017) in 

superior execution effectiveness has been made 

utilizing an exploratory methodology. A 

comparison gets the job done of estimating whether 

or not an investment will yield a return. This 

particular article presents the comparative analysis 

between the accuracy control of Novel Decision 

Tree Algorithm using conventional controllers like 

stock prediction controllers and Stock Price 

Controller (SPC). A novel method for Decision 

Tree using Linear Discriminant Analysis has been 

proposed in this Article for the Accuracy  

improvement(Nti, Adekoya, and Weyori 2021). 

Our team has extensive knowledge and research 

experience  that has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

 

In a past report the Accuracy improvement of the 

Naive Bayes(A.Jabbar Alkubaisi, Kamaruddin, and 

Husni 2018) calculation with stock value forecast 

was not as expected carried out to further develop 

the log misfortune pace of the stock value 

prediction. To beat this issue a clever long transient 

memory calculation is carried out to further 

develop log misfortune pace of financial exchange 

expectation (Ampomah et al. 2021). The aim of 

this study is to get a better accuracy rate for Stock 

Price Prediction using the Decision Tree 

Algorithm. 

 

2. Materials and Methods 

 

The following Research work is performed in the 

Department of Computer Science and Engineering, 

Saveetha School of Engineering, SIMATS, 

Chennai. The work is carried out on 1236 records 

taken from a Stock dataset. The Accuracy in 

predicting the stock price was performed by 

evaluating two groups. A total of 10 iterations was 

performed on each group to achieve better 

accuracy. The dataset was downloaded from 

Kaggle website.The dataset contains 1236 rows and 

8 columns. Some of the important attributes taken 

for experimental setup are Total trade, Turnover, 

Loss etc. 

 

The example size has been determined utilizing the 

GPower programming by looking at both of the 

regulators in Supervised Learning. The example 

size was determined as 600 in each gathering 

utilizing G power. Test size was determined 

utilizing clinical examination, with alpha and beta 

qualities 0.05 and 0.5, separately. 95% certainty 

stretches and pretest power 80% and enrolment 

proportion 1 were utilized. Two calculations ( 

Novel Decision Tree Algorithm and Linear 

Discriminant Algorithm) are executed utilizing 

Technical Analysis programming. In this work, no 

human and creature tests were utilized so there is 

no requirement for any moral endorsement 

expected for this examination work. 

 

Two methods that are widely used in general are 

namely Fundamental Analysis and Technical 

Analysis  
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Fundamental Analysis: It is vital to have 

competitive analysis strength and economic 

conditions in which they are interested in order to 

identify the accurate product value, dependable and 

accurate information on the financial report of the 

company. Fundamental analysis is important for 

long-term predictions, and the advantages are due 

to their systematic approval and ability to predict 

changes. 

 

Technical Analysis: Technical analysis is based on 

the premise that investors constantly change 

quantities in reaction to various forces and factors, 

resulting in stock price trends and movements. 

Trend indicators, the lowest and highest daily 

values, daily ups and downs, stock volume, indices, 

and other technical variables of quantitative 

characteristics can all be employed for analysis. It 

is feasible to derive rules from data, and investors 

can use these rules to make future judgments. As 

an input to the system, technical analysis data is 

preferred above fundamental analysis data. 

 

Decision Tree Algorithm  

Decision Tree is a supervised learning technique 

that may be used to solve both classification and 

regression problems, however it is most commonly 

employed to solve classification issues. Internal 

nodes represent dataset attributes, branches 

represent decision rules, and each leaf node 

provides the conclusion in this tree-structured 

classifier. It's a graphical representation for 

obtaining all feasible solutions to a 

problem/decision depending on certain parameters. 

In statistics, data mining, and machine learning, a 

decision tree is one of the predictive modeling 

approaches. In decision analysis, a decision tree 

can be used to visually and explicitly represent 

decisions and decision making. 

 

Implementation of Decision Tree Algorithm: 

Input: Training and Testing data 

Output:Accuracy Score 

Step 1. From sklearn import Decision Tree 

Step 2. Import dataset 

Step 3. Preprocess the data 

Step 4. x,y(Define the features needed) 

Step 5. Split the dataset into Training and Testing 

sets 

Step 6. Fit the Decision Tree algorithm on the 

training and testing dataset 

Step 7. Train the Decision Tree algorithm 

Step 8. Predict the result 

Step 9. Calculate the accuracy score. 

 

Linear Discriminant Analysis Algorithm 

LDA (Linear Discriminant Analysis) is a technique 

for reducing dimensionality. It's utilized in 

Machine Learning and pattern categorization 

applications as a pre-processing phase. The purpose 

of LDA is to project features from a higher-

dimensional space onto a lower-dimensional space, 

avoiding the dimensionality curse while 

simultaneously saving resources and reducing 

dimensional costs. 

Implementation of LDA: 

 

Input: Training and Testing data 

Output:Accuracy Score 

Step 1. From sklearn import LDA 

Step 2. Import dataset 

Step 3. Preprocess the data 

Step 4. x,y(Define the features needed) 

Step 5. Split the dataset into Training and Testing 

sets 

Step 6. Fit the LDA algorithm on the training and 

testing dataset 

Step 7. Train the LDA algorithm 

Step 8. Predict the result 

Step 9. Calculate the accuracy score. 

 

The hardware configuration was an Intel core i5 

processor with a RAM size of 8GB. The system 

type used was a 64bit OS, X64 based processor 

with SDD of 256GB. The operating system used 

was windows 10 and the tool used for 

implementation was google colab© with python 

programming language. 

Statistical Analysis 

 

For statistical analysis of Decision Tree Algorithm 

and LDA Algorithm based approaches, SPSS 

software is employed. The dependent variable is 

efficiency, while the independent variable is 

Decision Tree accuracy. The accuracy of the 

Decision is calculated using separate T test analysis 

for both techniques. 

 

3. Results 

 

Table 1 shows the simulation result of the proposed 

Linear Discriminant Analysis Algorithm and the 

existing system Novel Decision Tree Algorithm 

were run at different times in the google colab with 

a sample size of 10. From table 1, it was observed 

that the mean accuracy of the Decision Tree 

Algorithm was 87.29% and the Linear 

Discriminant Analysis Algorithm was 16.91%.  

Table 2 represents the T-test comparison of  both 

Decision Tree algorithm and LDA algorithm. The 

Mean, Standard Deviation and Standard Error 

Mean were calculated by taking an independent 

variable T test among the study groups. The 

Decision Tree algorithm produces a significant 

difference than the LDA  algorithm with a value of 

0.063 . 
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Table 3 represents the Mean of Decision Tree 

algorithm which is better compared with LDA 

algorithm with a standard deviation of Decision 

Tree is 1.21979 and LDA algorithm is 0.61742  

respectively. From the results, the Decision Tree 

algorithm (87.29%) gives better accuracy than the 

Linear Discriminant Analysis algorithm (16.91%). 

Figure 1 gives the comparison chart of the Decision 

Tree of  Linear Discriminant Analysis algorithms 

in terms of mean and accuracy. The mean accuracy 

of the Decision Tree algorithm is better than Linear 

Discriminant Analysis. Figure 2 shows the error 

mean of Decision Tree algorithm (0.38) and  Linear 

Discriminant Analysis algorithm  (0.20). 

 

4. Discussions 

 

Decision Tree and Linear Discriminant Analysis 

algorithms are implemented and compared for 

stock market prediction to improve the accuracy by 

Stock price prediction. From obtained results it is 

concluded that the Decision Tree algorithm 

provides better accuracy results compared to the 

Linear Discriminant Analysis algorithm. 

In this paper,(Nair, Dharini, and Mohandas 2010) 

an automated decision tree-adaptive neuro-fuzzy 

hybrid automated stock market trend prediction 

framework is proposed. The proposed framework 

utilizes specialized examination (generally utilized 

by stock merchants) to include extraction and 

decision tree for highlight determination.The 

proposed framework is tried on four significant 

worldwide financial exchanges. The outcomes 

show that the proposed mixture framework creates 

a lot higher accuracy when contrasted with 

independent decision tree based framework and 

ANFIS based framework without include 

determination and dimensionality decrease. 

In this paper, they(Gurrib, Kamalov, and Smail 

2021) propose another technique for foreseeing the 

course of bitcoin value utilizing linear discriminant 

analysis (LDA) . Solidly, they train a LDA-based 

classifier that utilizes the current bitcoin value data 

and Twitter feature news to gauge the following 

day course of bitcoin cost. Specifically, the 

proposed approach produces estimated accuracy of 

0.828 and AUC of 0.840 on the test information. 

The proposed arrangement of this paper(Gurrib, 

Kamalov, and Smail 2021; Karim, Alam, and 

Hossain 2021) works in two strategies - Linear 

Regression and Decision Tree Regression. Two 

models like Linear Regression and Decision Tree 

Regression are applied for various sizes of a dataset 

for uncovering the stock value figure expectation 

precision.The outcome uncovers that Linear 

Regression is given better precision for both little 

and large datasets. Then again, Decision Tree 

Regression communicates the helpless forecast cost 

in view of the size of the dataset. 

From the above conversation, a couple of articles 

guarantee that they give preferred execution over 

the proposed Decision tree and Linear discriminant 

analysis algorithm for further developing accuracy 

of stock price prediction. Likewise, the current 

value forecast requires no extra expense and 

subsequently got serious consideration as of late. In 

this way, we can construe that the proposed 

Decision tree and Linear discriminant algorithm 

can be utilized to work on the exactness of value 

forecast by managing the stock addition. 

Stock market prediction has limited price 

prediction ability based on future price significant 

profit which makes better price prediction in future. 

Deep Learning and Machine Learning algorithms 

can address future stock prediction.  

 

5. Conclusion 

 

The work involves the Novel Decision Tree 

algorithm that is aimed to find the Stock Price 

Prediction. It is proved with better accuracy of 

87.29% when compared to Linear Discriminant 

Analysis accuracy is 16.91% for predicting Stock 

price. 
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Tables and Figures 

 

Table 1: Accuracy of the samples using Novel Decision tree algorithm and Linear Discriminant Analysis 

algorithm 

 

 

SAMPLES 

NOVEL DECISION TREE 

ALGORITHM 

    (ACCURACY) 

LINEAR DISCRIMINANT 

ANALYSIS ALGORITHM 

    (ACCURACY) 

1 87.23 16.00 

2 88.00 16.23 

3 86.32 17.00 

4 85.34 16.85 
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5 87.00 16.45 

6 89.00 17.00 

7 89.00 18.00 

8 88.00 17.93 

9 87.09 16.78 

10 86.00 16.87 

 

Table 2: Comparison of mean of Accuracy using Novel Decision tree and Linear Discriminant algorithms. 

Matrics Algorithm No of samples Mean Std. Deviation Std.Error 

Mean 

 

Accuracy 

Decision tree 

algorithm 

10 87.2980 1.21979 0.38573 

LDA 10 16.9110 0.61742 0.20464 

 

Group statistics 

Group statistics comparison of accuracy for predecting Stock price using Decision tree Algorithm and Linear 

Discriminant algorithm  is done. Novel Decision tree  algorithm has higher mean compared to Linear 

Discriminant algorithm. 

            Decision tree algorithm = 87.2980 

           Linear Discriminant  analysis Algorithm= 16.9110 

 

Table 3: Independent sample T-test is performed for the two groups for significance and standard error 

determination p>0.05 for the test basis. 

 Levene’s 

Test for 

Equality of 

Variance 

 

    

   

 t_test for Equality of Means 

95%Confidence 
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Fig-1: Sample mean of accuracy by using Decision tree algorithm and Linear Discriminant Analysis algorithm. 

 

 


