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Abstract: Statistics is an ideal tool to analyse quantitative data and derive meaningful inferences in a definite 

way for operative applications. It provides a comparative study that helps in estimating the result accurately. The 

relevancy of the statistical relationship between focussed variables is used to optimally estimate and predict 

future trends. Statistical techniques are abundantly used in formulating various policy plans in both 

governmental and non-governmental organizations. Statistics plays a significant role in Data Analysis, which is 

used in a big way in decision-making.  

In this paper, the authors have attempted to review the research efforts gone into by various researchers so far, 

into defining various statistical tools and their suitability for usage in engineering and non-engineering fields. 

An attempt has been made using newly developed computational techniques using Python, ML, etc. to 

authenticate the statistical estimate and prediction. 
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Introduction: Statistics is a branch of mathematics 

that is concerned with organizing, summarizing, and 

elucidating data [20]. Statistics is an extremely 

valuable and potent instrument for examining data, 

serving the needs of both scholars and professionals 

[8]. Statistical techniques allow researchers to make 

generalizations about a wider population, events, or 

objects based on the sample data they collect to 

address specific quantitative research inquiries [21].  

Descriptive statistics and inferential statistics are the 

two broad areas of statistics. Descriptive statistics 

help in summarizing and understanding the main 

features of the data. Descriptive statistics refers to 

the approaches and methodologies employed to 

provide a summary and explanation of the primary 

characteristics of a dataset. This encompasses 

measurements like central tendency (Mean, Median, 

Mode), variability (Range, Variance, Standard 

Deviation), and distribution shape (Skewness, 

Kurtosis). Descriptive statistics are useful for 

exploring and understanding data and can provide 

insights into patterns and relationships within the 

data. 

In contrast, inferential statistics entails drawing 

conclusions or forecasts about a population using a 

subset of data. This entails employing statistical 

models and methods, like hypothesis testing or 

regression analysis, to make inferences about the 

population based on the data sample. Inferential 

statistics can be useful in many fields, such as 

healthcare, finance, or social sciences, where 

researchers may want to make predictions or test 

hypotheses based on data. With the development of 

new computational techniques and programming 

languages, the use of statistics as a research tool has 

become even more widespread. Researchers can 

now use powerful statistical software packages and 

programming languages, such as R or Python, to 

analyse large datasets and perform complex 

statistical analyses. This has enabled researchers to 

answer more complex questions and gain deeper 

insights from their data. With the increasing 

availability of data and advancements in 

computational techniques, statistical analysis has 

become a crucial tool for decision-making in many 

fields. Statistical methods allow us to make sense of 

complex data sets and to draw meaningful 

conclusions from them. They help us identify 

patterns, relationships, and trends that might not be 

immediately obvious, and they allow us to quantify 

the degree of certainty or uncertainty associated with 

our results. Through statistical analysis, we can 

estimate the likelihood of certain events occurring, 

make predictions about future outcomes, and assess 

the effectiveness of different strategies or 

interventions. This has important implications for 

many areas of decision-making, from business and 

finance to healthcare and social policy. Furthermore, 

computational techniques such as machine learning, 
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data mining, and artificial intelligence have 

revolutionized the field of statistics by allowing us to 

analyse vast amounts of data quickly and accurately. 

These techniques have enabled us to develop 

sophisticated models that can learn from data and 

make predictions in real-time. 

Statistical analysis through computational techniques 

has become an essential tool for decision-making in 

many fields, and its importance is only likely to 

grow in the future as we continue to generate and 

analyse more and more data. Both descriptive and 

inferential statistics play important roles in data 

analysis, and their use can help researchers better 

understand their data and draw meaningful 

conclusions from it. 

Data Collection, Classification, and Data Storage: 

The first crucial step is to choose the most suitable 

data collection method from various available 

options. Numerical summaries of the problem can be 

generated using statistical methods. It is essential to 

systematically classify the raw data into appropriate 

groups to ensure logical usage. This process of 

grouping objects based on their similarities and 

relatedness is known as classification. The raw data 

can be arranged chronologically, by demographics, 

or in a qualitative and quantitative manner. Proper 

classification is vital for the effective utilization of 

the data. 

Various statistical techniques are used in simplified 

form on large sets of complex data to facilitate the 

process of comparing features and analysing 

relationships between two or more variables. Data 

collection is the first step in any statistical study of a 

phenomenon. Data can be broadly classified into 

internal and external data. Internal data comes from 

internal sources related to the functioning of the 

organization. External data is collected and 

published by external bodies. 

The source for data collection should be so chosen 

that it offers factual data related to the study in 

question. The data can be from an operative device 

embedded in the system under observation for 

system-related data or else from the published 

survey reports of governmental/non-governmental 

recognized bodies [15].  

 

Both qualitative and quantitative data are used to 

draw inferences. By grouping data into specific 

categories as demanded by the study, we enhance the 

scope of interpretations to draw conclusions. 

Absolute data use either an emblematic 

measurement scale or ordinal computational.  

Statistical analysis of a specific variable is 

contingent on whether the variable is countable or 

categorical. Modern statistical tools are available 

which can analyse and generate deductions e.g. Chat 

GPT, but the results need to be fully tested through 

time-tested statistical methods before acceptance.  If 

data is categorical then the statistical investigation is 

limited. Data of each group can be sum-up after 

counting the number of observations. Even though 

categorical data can be put in numeric form to make 

easy it for coding but do not provide always 

significant result. On the other hand, Quantitative 

data can be summarized by arithmetic operations 

and provide significant results. For example, the 

mean value of quantitative data can calculate by 

arithmetic operations which assists the researcher to 

interpret the outcome. 

In sequential arrangements, the order of data is 

sequenced according to the time of the event to the 

occurrence. Whereas in territorial arrangements, the 

data is arranged according to demographic 

delimitation. 

The qualitative classification depends on specific 

characteristics or qualities such as gender, literacy, 

religion, etc. These are labour-intensive and time-

consuming data collection method and their results 

cannot be verified and have to be used in the form it 

is collected. It also may be a true statistical 
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representation. Quantitative classification groups 

data together based on characteristics that can be 

measured and expressed numerically, such as height, 

weight, income, etc. They can be subjected to 

various algorithm-based computational techniques 

and tests to establish their authenticity.  

Tabulation is the process of summarizing classified 

data in the form of a table. Based on the features 

involved, the table can be classified into one-way, 

two-way, and multiple tables. However, 

classification and tabulation are techniques that help 

in presenting data in an understandable form. 

A sample of raw data of covid-2019 has been taken, 

{https://www.kaggle.com/datasets/n1sarg/covid19-

india-datasets? resource=download & 

select=2020_04_15.csv} between 30.01.2020 to 

15.04.2020. 

The raw data from Covid-2019 has been made into 

relevant data after deleting some columns of raw 

data using the Pandas library in Python. This will 

facilitate further computation to produce results with 

specific goals in mind.  

The confirmed cases, death cases, cured cases, and 

active cases of covid-2019. (Table 2):  

 

As the amount of data increases, it becomes difficult 

to understand even after classification and 

tabulation. To make it easier to understand different 

data trends briefly and to compare different 

situations, data is presented in the form of charts and 

graphs. While charts are more suitable for 

representing spatial series, charts are considered 

more suitable for representing time series and 

frequency distributions. An additional advantage of a 

graphical representation over a schematic is that it 

can be used as an analysis tool. 

In this example, the shop owner bought 200 soft 

drinks from five different companies in one week 

and the sales of these soft drinks in the same week 

are presented in Table 3.  

 

A Python program is used to create a graphical 

representation of the sales trend of these soft drinks, 

which can be seen in the following graph and pie 

chart (Figure-1 & Figure-2) . 

 

The bar chart and Pie chart is prepared to employ 

Python programming to know the near-perfect trends 

of soft sale pattern of different companies’ brands. 
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The measure of Central Tendency: 

The average value of a dataset, known as the 

arithmetic mean, is the most frequently employed 

measure of central tendency. In order to calculate the 

arithmetic mean, it is necessary, to sum up, all the 

data points in the dataset and then divide the total by 

the number of values in the dataset. This average is 

affected by extreme values, also known as outliers, 

which can significantly alter the value. Therefore, it 

is important to understand the nature of the data and 

the presence of outliers before using the arithmetic 

mean.  

If data is organized in either ascending or 

descending order, the median corresponds to the 

central value in the dataset. The median is not 

influenced by outliers and therefore gives a more 

representative value of the central tendency. 

In a given set of data, the mode is the value that 

appears most frequently. The mode is particularly 

useful when analysing categorical data, such as types 

of food or colors, where the data cannot be 

organized in ascending or descending order. The 

mode is not affected by outliers and can be used to 

identify the most common value or category in a 

data set. All three averages have their unique 

properties and are useful in different scenarios. 

Selecting the suitable measure of central tendency is 

significant and relies on the characteristics of the 

dataset and the research inquiry. 

𝑀𝑒𝑎𝑛(�̅�) =
∑ 𝑋

𝑛
 

Each observation =X, and the number of 

observations = n. 

For example, suppose a record of 9 students has the 

following test scores in random order: 96, 91, 83, 87, 

87,84, 94, 87, and 74. The mean, median, and mode 

of test score are: Mean-

(96+91+84+87+87+84+94+86+74)/9 = 783/9 = 87, 

Median -  87. and Mode of test scores, are (The 

values that occur most frequently. There can be more 

than one mode in a set.)- 96, 94, 91, 87, 87,86, 84, 

84, and 74 i.e., the mode is 87 and 84. 

It may be possible that two sets of observations have 

the same mean, but in one the observations may be 

very different from that mean, in the other case all 

the observations may be near that means. Therefore, 

a measure of the spread of observations around their 

mean is necessary to obtain a better description of 

the data[18].  

The degree to which data varies around a mean is 

said to be variance or dispersion. The measure of 

dispersion also called the second-order mean, helps 

us measure the spread of observations around a 

mean. These tendencies of distribution are fair 

representations of the data to draw meaningful 

conclusions. Measures of dispersion categories in 

absolute measures and relative measures. Absolute 

measures of dispersion are expressed within the 

range of a given observation.  Absolute measures are 

useful for comparing the variance of two or more 

distributions that have the same units of 

measurement. On the other hand, relative measures 

of dispersion, also known as coefficients of 

variation, are unitless pure numbers useful for 

comparing variability in two or more distributions 

that have different units of measurement [25].  

In the below-mentioned table, we compared the 

temperature data set of two cities for a 16-day 

period, and by using the Python program we 

computed mean, and SD and also draw a graph that 

assist us to predict the weather condition of both of 

the cities (Table 4). 

 

The temperature mean of both of the cities is equal 

(34 degrees Celsius). However, the temperature SD 

of City A is 1.84 which is lesser than the temperature 

SD of City B at 3.08. The graph(figure3) is showing 

that the temperature of the city A has less variation 

than the temperature of B.  

 

Hence, the temperature of City A is more consistent 

than the temperature of City B. 

Like the mean, median, and mode, we can determine 

other partition values as well. Partition values divide 

a series into multiple parts. For example, quartiles 

are values that divide a distribution into four equal 
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parts. The range is a distinction between two 

extreme observations. The interquartile range is 

defined as the disparity between the first and third 

quartiles. i.e. IQR = Q3-Q1 . 

For example, in the following series:  

(12,14,17,20,22,24,26,28,29,31,34,36,37,39,42,46,4

9,52,56), range, Q1,Q2, Q3  and IQR are: 

Range= 56-12=34, Q1= 22,Q2 =31,Q3 = 42 and, 

IQR=20. 

If we arrange the data and rank the cutinization into 

a percentile, we can better comprehend the 

distribution model of the variables. In percentile, we 

categorize the data into 100 equal segments. 

Variance is a metric that indicates the extent to 

which a distribution is dispersed. It provides insight 

into how much an individual observation deviates 

from the average of the entire group. The formula 

provided below is used to describe the variance of a 

population: 

𝜎2 =
∑(𝑋𝑖 − �̅�)2

𝑁
 

SD of the population is computed by σ, the Mean of 

the population is measured by �̅�,  the ith element of 

the population is represented by 𝑋𝑖, and the number 

of elements of the population is represented by N.  

Count, Mean, Standard Deviation and percentiles of 

confirmed cases, death cases, cured cases, and active 

cases of covid-19(Table 5): 

 

The data has been summarized, visualized, and 

analysed by using Python programming and ML for 

the best prediction. The heat map of a confirmed 

case, death case, cured case, and active case of 

covid-2019(Table 6): 

 

Correlation and regression: 

 

Correlations and regressions are indeed statistical 

tools commonly used in enumerative research, it is 

important to understand their limitations and 

appropriate use. 

Correlation measures the strength and direction of 

the relationship between two variables. It should be 

noted that correlation and causation are distinct 

concepts. Therefore, the fact that two variables 

exhibit a correlation does not necessarily indicate 

that one variable has a causal influence on the other. 

On the contrary, regression is employed to depict the 

connection between a reliant variable and either one 

or multiple autonomous variables. The utilization of 

regression analysis enables the estimation of the 

reliant variable's value by taking into consideration 

the values of the self-sufficient variables. However, 

regression analysis can only be used to make 

predictions within the range of the data used to fit 

the model, and extrapolation beyond the range of the 

data can lead to unreliable predictions. The 

coefficient of Correlation is defined as   
𝐶𝑜𝑣(𝑋,𝑌)

𝜎𝑥𝜎𝑦
. 

Regression analysis involves utilizing a 

mathematical method to establish a relationship 

between two or more variables, enabling us to 

anticipate the values of the dependent variable based 

on a particular value of an independent variable[10]. 

The regression analysis has great practical utility in 

almost any field of research. 

The formula for calculating the value of slope m and 

b is given by: m = Sxy/Sxx,   b = y-mx. Here, n is the 

number of data points. Where SSxy is the sum of 

cross-deviations of y and x:  𝑆𝑆𝑥𝑦 =  ∑ (𝑥𝑖 −𝑛
𝑖=1

�̅�)(𝑦𝑖 − �̅�) 

https://www.bing.com/images/search?q=how+does+regression+compare+to+correlation&id=562C33E372CE30E31E5049231005E7D63DD4F012
https://www.bing.com/images/search?q=how+does+regression+compare+to+correlation&id=562C33E372CE30E31E5049231005E7D63DD4F012
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and SSxx is the sum of squared deviations of 

x:  𝑆𝑆𝑥𝑥 = ∑ (𝑥𝑖 − �̅�)2𝑛
𝑖=1  

In the given below dataset, we fit a linear regression, 

where x is the independent variable and y is the 

dependent variable(Table7): 

 

Linear regression as x is the independent variable 

and y is the dependent variable(figure4) : 

 

 

 

The following are the results of the above-mentioned 

data set:  

Slope: [1.80952381], Intercept: 

7.107142857142858, MSE: 0.49702380952381037 

Root mean squared error:  0.70499915569014, R2 

score:  0.9718997139491838.  

The linear regression model that fits the data well is 

indicated by a high R2 value and a low error value.  

 

When a single independent variable is involved in 

the regression, is known as univariate regression 

analysis [4]. Univariate regression analysis involves 

determining the connection between a single 

dependent variable and a single independent 

variable, by creating a linear model that expresses 

the relationship between them [14]. 

While more than one independent variable is 

involved with one dependent variable in the 

regression, is known as multivariate regression 

analysis [4]. MRA is made as an attempt to calculate 

the variation in the dependent variable for a given 

value of an independent variable. [5]  

The formula of the MRA model is given below: 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ … … … … … + 𝛽𝑞𝑥𝑞 + 𝜀  

Where y= dependent variable, xi= independent 

variables  𝛽𝑖 =coefficients, 𝜀 = random error. MRA 

models are extremely used in forecasting to predict 

seasonal variation and also provide a piece of very 

close information about the weather.  

Expected or theoretical Probability Distribution: 

The binomial and Poisson distributions are discrete 

distributions and allow us to find the probability of 

various events, e.g.  The probability of defective 

items in a given sample size, and the probability of 

accidents in the factory. In general, these distinctions 

allow us to calculate the probability of success or 

failure over a given number of independent tracks. 

Other hands normal distribution is a continuous 

distribution. In most practical applications related to 

biology, sociology, economics, industry, and 

psychology, variables tend to have a continuous 

nature and can be adequately characterized by a 

continuous distribution. 

The primary continuous probability distribution in 

all statistics is the normal distribution. The default 

normal distribution curve is a smooth bell-shaped 

symmetric curve. 

It is a tendency of most of the quantitative data to 

gather around a central value with symmetrical 

positive and negative variations around that point. 

One of the most important properties of a normal 

curve is the area property. 

The whole area under the normal curve lies within 

μ±3σ limits. The shape of the normal curve is 

completely determined by its parameters μ and σ. 

The area between the ordinates at μ ±σ     is 68.3%,  

the area between the ordinates at μ ± 2σ  is 95.4%, 

and the area between the ordinates at μ ± 3σ   

99.7%. A normal curve graph is shown in figure 5. 

 

Skewed distribution  

Skewness and kurtosis are two ways to describe the 

shape of a distribution. Skewness quantifies the 

extent to which the distribution is not symmetrical. 
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A distribution is considered symmetric if the left and 

right sides are mirror images of each other.  

A distribution is considered to be negatively skewed 

if its left tail is longer, while a distribution is 

considered to be positively skewed if its right tail is 

longer. 

In contrast, Kurtosis gauges the extent to which a 

distribution is either pointed or flat. A distribution 

that has a high kurtosis possesses a pointed peak and 

wide tails, whereas a distribution with low kurtosis 

is flatter and has narrower tails.  

The Graphs of Skewed distribution and Kurtosis are 

shown in Figure 6: 

 

 

Statistical Inference 

Statistical inference refers to the process of 

analysing outcomes and making inferences from 

data using arbitrary fluctuations. Statistical inference 

is the method of reaching conclusions about 

population parameters by utilizing random samples. 

It assists in evaluating the association between 

variables that are dependent and independent. It is 

used to make predictions about outcomes in various 

fields. 

The primary use of inferential statistics is to make 

deductions about a significant group, or population, 

and derive precise conclusions from data using 

hypothesis testing approaches. 

A hypothesis is a preconceived assumption about the 

nature of a population or the value of its parameters. 

Hypothesis testing is a process used to test the 

validity of a particular statement on a population. 

This is done on the basis of a random sample taken 

from it. 

The hypothesis to be tested is known as the null 

hypothesis and is represented by H0. According to 

this assumption, there is no distinction between the 

subject in the population and the subject in the 

sample. The alternative hypothesis, represented as 

Ha, is the opposite of the null hypothesis [9].  

In the context of hypothesis testing, it can be stated 

that if the null hypothesis is not valid, then the 

alternative hypothesis must be valid, and conversely, 

if the null hypothesis is valid, then the alternative 

hypothesis must be invalid. Probability is a measure 

of the likelihood of an event taking place, which is 

denoted by a numerical value ranging from 0 to 1[9]. 

The P value is a statistical parameter that indicates 

the probability of an event happening randomly 

under the assumption that the null hypothesis is 

correct. Researchers use a numerical value that 

ranges from 0 to 1 to decide whether to accept or 

reject the null hypothesis. If the significance level 

(α) is exceeded by the P value, then the null 

hypothesis (H0) is rejected. A Type I error occurs 

when the null hypothesis (H0) is rejected incorrectly 

[23]. Das S et al. discussed alpha error, beta error, 

sample size calculation, and the factors affecting 

them in another section of this publication [22]. 

Parametric Tests and Non‑parametric tests: 

In essence, parametric and nonparametric tests differ 

in their reliance on statistical distributions in data, 

with parametric tests depending on such 

distributions while nonparametric tests do not [24]. 

Parametric statistical tests assume specific 

population parameters and probability distributions 

that the data was generated from. Tests such as 

Student's t-test and ANOVA assume that the data 

follows a normal distribution. 

The Student's T-test is a statistical method utilized to 

explore the possibility that there is no disparity 

between the averages of two groups. There are three 

situations where it is commonly employed: 

One sample T-test: The purpose of this examination 

is to establish whether a particular value matches the 

average of a specified group. In a one-sample t-test, 

the null hypothesis used is always as follows: H0: μ 

= μ0 (The hypothesized value μ0 is assumed to be 

equivalent to the average value of the population.)[7] 

There are three potential forms for the alternative 

hypothesis: two-tailed, left-tailed, or right-tailed. 

Ha (two-tailed): μ ≠ μ0,  Ha (left-tailed): μ < μ0,  Ha 

(right-tailed): μ > μ0  

Formula to calculate T-test statistic: 𝑡 =  ( 𝜇 −

𝜇0) / 𝑆𝐸) and SE=𝜎
√𝑛⁄  where mean. 𝜇: sample 
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mean, μ0: hypothesized population mean, SE: 

Standard error of the mean, n: sample size, 𝜎2: 

variance  

2. To determine if there is a noteworthy disparity 

between the average values of a population as 

calculated by two distinct sets of samples. The 

unpaired t-test is computed using the following 

formula: 𝑡 =
(𝜇1 − 𝜇2)

𝑆𝐸𝜇1−𝜇2
⁄  

where the term 𝜇1 − 𝜇2 represents the disparity 

between the means of the two groups, while the 

notation 𝑆𝐸𝜇1−𝜇2
 indicates the standard error 

associated with this difference. 

3. The paired t-test is a statistical technique 

frequently employed to determine whether there 

exists a significant distinction between the 

anticipated average values of two associated sample 

populations. This approach is suitable for situations 

where data is collected from the same individuals 

both before and after receiving specific treatment. 

The formula for the paired t‑test is: 𝑡 = 𝑑
𝑆𝑑

⁄   

where d is the average disparity while Sd indicates 

the standard error associated with this difference. 

Analysis of Variance: Researchers utilize ANOVA as 

a statistical technique to identify variations in the 

averages of two distinct groups. This is 

accomplished by dividing the mean sum of squares 

for the groups by the mean squares of the errors.  

The analysis of variance relies on three fundamental 

assumptions: the population is distributed normally, 

the variance is homogeneous, and the samples are 

independently drawn. 

ANOVA is employed in cases where each variable 

within a sample is observed at different points in 

time or under different conditions. Since the 

variables in the same sample are being evaluated at 

multiple time points, the dependent variable is 

considered a repeated measurement. 

In such situations, applying a conventional ANOVA 

method is unsuitable because it does not account for 

the connection between the recurring measurements. 

This leads to a breach of the ANOVA assumption of 

independence in the data. Therefore, when 

evaluating recurring dependent variables, it is more 

appropriate to apply repeated measures ANOVA[6]. 

If the normality assumptions are not met and the 

sample means distribution is not normal, using 

parametric tests may produce inaccurate results. In 

such situations, non-parametric tests are utilized 

because they don't rely on normality assumptions[2]. 

Non-parametric tests might not be able to detect a 

significant difference as effectively as parametric 

tests [12]. Just like parametric tests, they compare 

the test statistic with known values for the statistic's 

sampling distribution, and based on that, they either 

accept or reject the null hypothesis. Non-parametric 

tests include Chi-square, Fisher's exact test, 

Kruskal–Walli’s test, and Kolmogorov‑Smirnov 

test. 

The Friedman test and Chi-Square Test: The 

Friedman test is a non-parametric statistical test 

utilized to compare multiple related samples. The 

analysis of categorical data can be performed using 

several tests, including the Chi-square test, Fisher's 

exact test, and McNemar's test. The chi-square test 

assesses the frequency distribution and detects 

whether there is a notable dissimilarity between the 

actual data and the predicted data, assuming no 

disparity between the groups. The chi-square test is 

computed using the formula 𝜒2 = ∑
(𝑂−𝐸)2

𝐸
, where O 

refers to the actual data, and E refers to the predicted 

data. 

In order to evaluate how successful training is at 

reducing mistakes, the data presented in Table 8 has 

been analysed using the chi-square method: 

 

 

 

We establish a null hypothesis that there is no 

relationship between training and making errors. To 

check this hypothesis, we used the chi-square test to 

calculate a test statistic. The result of the test statistic 

is 8.71, which is higher than the tabulated value of 

3.84 at a 5% level of significance. Therefore, we 

rejected the null hypothesis at a 5% level of 
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significance and concluded that training is useful in 

preventing errors. 

Kolmogorov‑Smirnov test: The Kolmogorov-

Smirnov test is a statistical technique that is 

nonparametric in nature and can be employed to 

assess the similarity between one-dimensional 

probability distributions, whether they are 

continuous or discontinuous [15]. The K-S test has 

two possible applications. First, it can be used to 

contrast a sample with a standard probability 

distribution, which is commonly referred to as a one-

sample K-S test. Second, it can be used to compare 

two distinct samples, which is known as a two-

sample K-S test. 

The KS test for two samples was created as a 

versatile technique to determine whether two sets of 

random samples originate from the same probability 

distribution. The KS test's null hypothesis is that the 

two distributions are identical. The test statistic is 

calculated as the maximum absolute difference 

between the cumulative curves of the two empirical 

distributions and serves as a measure of the distance 

between them[11]. 

The Kolmogorov-Smirnov test is a useful tool for 

detecting significant differences between two sets of 

data. Its primary use is in assessing the uniformity of 

random numbers [19].  

Time Series and Forecasting 

Time series forecasting is a scientific approach that 

involves making predictions based on historical data 

that is organized in chronological order. The process 

involves identifying patterns in past data, drawing 

conclusions from those patterns, and using that 

information to make informed decisions about the 

future [1]. This methodology is used to gain insights 

into trends and patterns, identify possible 

opportunities and risks, and make strategic plans 

accordingly. 

Accurate predictions are based on accurate, up-to-

date data and can uncover legitimate trends and 

patterns in past data. Analysts have the ability to 

distinguish between random variations and 

anomalies, and to extract genuine insights from 

seasonal fluctuations. Time series analysis 

demonstrates how data evolves over time, and 

reliable forecasts enable you to identify the direction 

in which the data is moving [3]. Many time series 

empirical studies have revealed the existence of 

certain characteristic momentum deviations in time 

series. These specific movements of a timing chain 

can be divided into four distinct categories called the 

elements of a timing chain. It has four elements: 

Secular Trend: A secular trend is characteristic of an 

era that extends continuously over the period under 

consideration. Shows the tendency of activity to 

increase or decrease over time. 

Seasonality: Seasonality or seasonal variation refers 

to the uniform pattern that a time series appears to 

follow over successive years of the respective 

months. 

Periodic Movements: Periodic movements or 

fluctuations refer to long-term oscillations or swings 

around a trend line. 

Random or irregular movements:  Random or 

irregular movements refer to such variations in a 

time series that do not repeat in a definite pattern. 

Irregular movements in a time series are of two 

types, Random variations, and Episodic variations. 

Random variations in a real phenomenon are 

inevitable by nature, on the other hand, episodic 

variations in a time series arise due to specific events 

or episodes like epidemics, fire, strikes, or natural 

calamities like floods, earthquakes or late monsoons, 

etc.   

Time Series Models: Below are two commonly used 

mathematical models for decomposing a time series 

into its components. Additive model: Additive 

model can be expressed as Y= T+S+C+I, 

Multiplicative model: The multiplicative 

decomposition of the time series written as 

Y=T*C*I and Y=T*S*I 

In this equation, Y represents the value of the 

variable at time t, while T represents the trend value, 

S represents the seasonal variation, C represents the 

cyclical variation, and I represent the irregular 

variation. 

In the Kaggle dataset 

{https://www.kaggle.com/datasets/n1sarg/covid19-

india-datasets? resource=download & 

select=2020_04_15.csv }, A Covid-19 dataset will 

be analysing and visualizing spanning from January 

30th , 2020 to April 15th, 2020. Data has been 

shorted as per the requirement. 

Confirmed cases of covid-19 From 30.01.2020 to 

15.04.2020(Table 10): 

https://www.kaggle.com/datasets/n1sarg/covid19-india-datasets
https://www.kaggle.com/datasets/n1sarg/covid19-india-datasets
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Graphical presentation of confirmed cases of Covid-

19 From 30.01.2020 to 15.04.2020 (figure7): 

 

Table of active cases of covid-19 From 30.01.2020 

to 15.04.2020 (Table 11): 

 

Graphical presentation of active cases of Covid-19 

cases of From 30.01.2020 to 15.04.2020(figure8): 

 

Data of death cases of covid-19 From 30.01.2020 to 

15.04.2020 (Table 12): 

 

 

Graphical presentation of death cases of Covid-19  

from 30.01.2020 to 15.04.2020(figure9): 
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Table of cured cases of covid-19 From 30.01.2020 to 

15.04.2020(Table 13): 

 

Graphical presentation of cured cases of Covid-19 

cases of From 30.01.2020 to 15.04.2020(figure10): 

 

 

The analysis and visualization will be done using 

Plotly Express in Python. The dataset includes the 

creation of many different types of charts, such as 

bar charts, and line graphs. The resulting graphs are 

of exceptional quality, and the primary tool for 

creating them is Plotly Express. Analysis and 

visualization can help individuals comprehend 

intricate situations.  

Data of cured cases, deaths cases, confirmed 

cases, and active cases of COVID-19 in 

Maharashtra: from 19-03.2020 to 15-04- 2020(Table 

14):: 

 

Data of cured cases, deaths cases, confirmed 

cases, and active cases of COVID-19 in Kerala: 

from 19-03.2020 to 15-04- 2020(Table 15): 

 

Data of cured cases, deaths cases, confirmed 

cases, and active cases of COVID-19 in Delhi: from 

19-03.2020 to 15-04- 2020(Table 16): 
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Data of cured cases, deaths cases, confirmed 

cases, and active cases of COVID-19 in Telangana: 

from 19-03.2020 to 15-04- 2020(Table17): 

 

Data of cured cases, deaths cases, confirmed 

cases, and active cases of COVID-19 in Haryana: 

from 19-03.2020 to 15-04- 2020(Table 16): 

 

Comparison of confirmed cases of COVID-19 in 

Maharashtra, Kerala, Delhi, Telangana, and Haryana 

from 21-03.2020 to 15-04- 2020(figure11): 

 

 Comparison of death cases of COVID-19 in 

Maharashtra, Kerala, Delhi, Telangana, and Haryana 

from 21-03.2020 to 15-04- 2020(figure12): 

 

 

 

Comparison of active cases of COVID-19 in 

Maharashtra, Kerala, Delhi, Telangana, and Haryana 

from 21-03.2020 to 15-04- 2020(figure13): 

 

 

Comparison of cured cases of COVID-19 in 

Maharashtra, Kerala, Delhi, Telangana, and Haryana 

from 21-03.2020 to 15-04- 2020(figure14): 
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The report provides a brief overview of the data 

science and visual analytics techniques, and 

analytical work carried out in relation to the 

COVID-19 pandemic. 

Results: 

There are currently many software systems designed 

for applying statistical methods in both engineering 

and non-engineering research fields. Among the 

most popular ones are SPSS, MS Excel, MYSQL, 

Python, R-Programming, and ML. To conduct a 

well-designed study that produces reliable and 

convincing results, it is essential for a researcher to 

have a good understanding of the fundamental 

statistical methods used in research. 

Hence, it is essential for researchers to possess a 

sufficient understanding of statistics and the 

appropriate application of statistical techniques to 

achieve outcome-oriented results. A proper grasp of 

fundamental statistical techniques can significantly 

enhance research designs and lead to high-quality 

research that can serve as the foundation for 

evidence-based strategies. 

Conclusion: 

Having knowledge of statistics helps us to use 

suitable techniques for collecting data, perform 

accurate analyses, and present the findings 

effectively. Statistical techniques are vital in aiding 

scientific breakthroughs, making informed choices 

grounded on data, and making precise predictions. 

Statistics has a significant role in allowing people to 

obtain a thorough comprehension of a subject. 

Nowadays, data analysts utilize statistical methods 

extensively because advanced technological tools 

have made it possible to work with large datasets to 

achieve reliable outcomes. Statistical methods 

ensure that all aspects of research follow the correct 

methods to produce reliable results. Having a good 

understanding and application of statistical methods 

is essential for researchers to achieve optimal 

outcomes. They utilize both quantitative and 

qualitative measures, along with algorithmic 

computational techniques, to derive meaningful 

results. With the advent of modern computational 

techniques, it is now possible to analyze large 

amounts of quantitative data, which can lead to 

nearly perfect solutions for a given problem. 

However, both approaches have their strengths and 

weaknesses.  

The uniformity of the use of statistical analysis 

across all domains and the ability to achieve optimal 

results from large datasets makes it highly desirable. 

Statistics has a significant impact on all types of 

research, simplifying the validation of research 

findings. Therefore, possessing sufficient statistical 

knowledge and utilizing appropriate statistical 

methods and tests is crucial to all research, whether 

in engineering or non-engineering fields. 
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