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Abstract 

 

Aim: To predict flight fare for ticket booking using machine learning algorithm XGBRegression  compared 

with KNeighbour Regression  

Materials and Methods: The XGB Regression (N=10) and KNeighbour Regression algorithm (N=10) these 

two algorithms are calculated  by using two groups and a total of 20 samples taken for both algorithm and 

accuracy in this work. The sample size was measured as 10 per group using a G Power value of 80%.  

Results and Discussion: The Values obtained in terms of Accuracy are Identified by XGB Regression (87.6%) 

over KNeighbour Regression (49.1%). Statistical significance difference between XGBRegression and 

KNeighbour Regression Algorithm was found to be 0.00 in the 2-tailed test (p<0.05).  

Discussion and Conclusion: After all the Procedures the Prediction of Flight fare using the novel 

XGBRegression appears to be more accurate when compared to KNeighbour Regression. 
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1. Introduction 

 

These days aviation routes are perhaps the quickest 

method of transport however the costs are not 

predictable (Lok 2018) machine learning  

calculations have a higher pace of foreseeing 

precise ticket fare, Here the machine learning and 

its calculation assume a significant part in 

predicting the flight ticket fare since the flight 

ticket majorly depends on the date and time of the 

travel (Turner, Griffin, and Holland 2000). So far 

my concern, machine learning calculations are 

utilized to anticipate the future costs of flight 

tickets (Turner, Griffin, and Holland 2000; Batra, 

Roy, and Panda 2020). These calculations 

concentrate on the previous history of the ticket 

fare and their patterns and get productive and 

precise outcomes (Boruah et al. 2019). The 

application of this research includes the prediction 

of stock markets to determine the future value of 

the company stock and supporting the successful 

prediction of price in the products trade exchange. 

In the last 5 years, more than 60 papers have been 

published on IEEE Xplore and google scholar on 

flight ticket prediction. A comparative way of 

detecting the flight ticket can be helpful to many 

people (Keretna, Hossny, and Creighton 2013). In 

this paper analysis of the K-neighbours algorithm 

and XGB Regression in high-performance 

efficiency has been made using an experimental 

approach (Abulaish and Fazil 2021). In this work, 

no human and animal samples were used so no 

ethical approval is required (Boruah et al. 2019). 

On applying Novel XGBRegression to the dataset 

followed by performing observations using 

KNeighbour Regression and the results were 

plotted on a graph market-rate techniques are 

compared based on the result. Finally Getting the 

best algorithm for predicting the future prices of 

the flight fare (Abulaish and Fazil 2021).  

Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The accuracy of existing research is 

not properly existing in the system. The existence 

of the experiment is total and the improvement of 

accuracy of a proposed algorithm system compared 

the existing model by improving (Tavana, Nedjah, 

and Alhajj 2020). To overcome this problem, a 

novel XGBRegression to improve the accuracy of 

the prediction is implemented and compared with 

KNeighbour Regression. Now by the above two 

Machine learning algorithms, we have taken have 

their own advantages and disadvantages in the 

current survey (Deepak., John Justin Thangaraj, 

and Rajesh Khanna 2020). So now in this article, 

two algorithms are used: XGBRegression and 

compare it with  KNeighbour Regression to find 

out which among these algorithms is best to predict 

the future prices of flight prices.  

 

2. Materials and Methods 

 

The research work is carried out in the Machine 

Learning Laboratory at Saveetha School of 

Engineering, Saveetha Institute of Medical and 

Technical Sciences, Chennai. The sample size has 

been calculated using the G Power software by 

comparing both of the controllers in supervised 

learning. Each sample size is 10 sets for Novel 

XGBRegression and KNeighbour Regression total 

of 20 sets is selected for this work. The pre-test 

power value is calculated using G Power 3.1 

software g power setting parameters: statistical test 

difference between two independent means, 

α=5.586, power=0.80, Two algorithms 

(XGBRegression and KNeighbour Regression) are 

implemented using Technical Analysis software.  

 

XGB Regression 

from xgboost import XGBRegression 

from sklearn.metrics import mean_absolute_error, 

mean_squared_error 

xgb = XGBRegression() 

xgb.fit(X_train, y_train) 

xgb_predict = xgb.predict(X_test) 

score= xgb.score(X_train, y_train) 

print('accuracy_score overall :', score) 

print('accuracy_score percent :', 

round(score*100,2)) 

 

It is an XGB Regression algorithm that uses 

decision trees as its “weak” predictors. Beyond 

that, its implementation was specifically 

engineered for optimal performance and speed. The 

objective function contains a loss function and a 

regularization term. It tells about the difference 

between actual values and predicted values, i.e how 

far the model results are from the real values. The 

most common loss function in XGBoost for 

regression problems is reg: linear, and that for 

binary classification is reg: logistics. 

Ensemble learning involves training and combining 

individual models (known as base learners) to get a 

single prediction, and XGBoost is one of the 

ensemble learning methods. XGBoost expects to 

have the base learners which are uniformly bad at 

the remainder so that when all the predictions are 

combined, bad predictions cancel out and a better 

one sums up to form final good predictions. 

 

KNeighbour Regression 

https://paperpile.com/c/pP6lRB/litY
https://paperpile.com/c/pP6lRB/owiz
https://paperpile.com/c/pP6lRB/owiz+IxIQ
https://paperpile.com/c/pP6lRB/owiz+IxIQ
https://paperpile.com/c/pP6lRB/fOiU
https://paperpile.com/c/pP6lRB/1b1VQ
https://paperpile.com/c/pP6lRB/wEAOo
https://paperpile.com/c/pP6lRB/fOiU
https://paperpile.com/c/pP6lRB/wEAOo
https://paperpile.com/c/pP6lRB/5FcEX+lpFfe+7jZhH+gba6I+RLmIg+GBKEX+NqCuP+jT1IQ+wcT8L+lmSxG+TRVzX
https://paperpile.com/c/pP6lRB/5FcEX+lpFfe+7jZhH+gba6I+RLmIg+GBKEX+NqCuP+jT1IQ+wcT8L+lmSxG+TRVzX
https://paperpile.com/c/pP6lRB/5FcEX+lpFfe+7jZhH+gba6I+RLmIg+GBKEX+NqCuP+jT1IQ+wcT8L+lmSxG+TRVzX
https://paperpile.com/c/pP6lRB/5FcEX+lpFfe+7jZhH+gba6I+RLmIg+GBKEX+NqCuP+jT1IQ+wcT8L+lmSxG+TRVzX
https://paperpile.com/c/pP6lRB/5FcEX+lpFfe+7jZhH+gba6I+RLmIg+GBKEX+NqCuP+jT1IQ+wcT8L+lmSxG+TRVzX
https://paperpile.com/c/pP6lRB/5FcEX+lpFfe+7jZhH+gba6I+RLmIg+GBKEX+NqCuP+jT1IQ+wcT8L+lmSxG+TRVzX
https://paperpile.com/c/pP6lRB/Mk6s6
https://paperpile.com/c/pP6lRB/Mk6s6
https://paperpile.com/c/pP6lRB/NJolA
https://paperpile.com/c/pP6lRB/NJolA
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from sklearn.neighbors import 

KNeighborsRegression 

knn = KNeighborsRegression() 

knn.fit(X_train, y_train) 

knn_predict = knn.predict(X_test) 

score = knn.score(X_train, y_train) 

print('accuracy_score overall :', score) 

print('accuracy_score percent :', 

round(score*100,2)) 

 

K nearest neighbors is a simple algorithm that 

stores all available cases and predicts the numerical 

target based on a similarity measure (e.g., distance 

functions). KNN has been used in statistical 

estimation and pattern recognition already since the 

beginning of the 1970s as a non-parametric 

technique. Algorithm A simple implementation of 

KNN regression is to calculate the average of the 

numerical target of the K nearest neighbors. 

Another approach uses an inverse distance 

weighted average of the K nearest neighbors. KNN 

regression uses the same distance functions as 

KNN classification.  

Data was used from Kaggle which is a freely 

available platform for data scientists and machine 

learning enthusiasts. Source: 

https://www.kaggle.com/nikhilmittal/flight-fare-

prediction-mh 

 

The 11 variables in the dataset and description of 

each variable. 

1. Airline: Name of the airline used for 

traveling.  

2. Date_of_Journey: Date at which a person 

traveled.  

3. Source: Starting location of the flight.  

4. Destination: Ending location of the flight.  

5. Route: This contains information on 

starting and ending location of the journey 

in the standard format used by airlines.  

6. Dep_Time: Departure time of flight from 

starting location.  

7. Arrival_Time: Arrival time of flight at the 

destination. Duration:  

8. Duration of flight in hours/minutes. 

9. Total_Stops: Number of total stops the 

flight took before landing at the 

destination.  

10. Additional_Info: Shown any additional 

information about a flight.  

11. Price: Predicted flight fare. 

 

Statistical Analysis 

SPSS Statistics is a software package used for 

interactive, or batched, statistical analysis. Now 

software is used for statistical analysis of XGB 

Regression and KNeighbour Regression 

Algorithms. The independent variable is flight 

name, flight number and the dependent variable is 

flight price, route, and date. The independent test 

analyses calculate the accuracy of the flight ticket 

fare prediction for both Methods. 

 

3. Results 

 

Table 1 shows the simulation result of the proposed 

algorithm XGB Regression algorithm and the 

existing system KNeighbour Regression were run 

at different times in the Jupyter notebook with a 

sample size of 500. From the table, it was observed 

that the mean accuracy of the XGB Regression 

algorithm was 87.61% and the K-Neighbour 

Regression algorithm was 49.17%. from the Mean, 

Standard Deviation, and Standard Error Mean were 

calculated by taking an independent variable T-test 

among the study groups. The XGB Regression 

algorithm produces a significant difference from 

the KNeighbour Regression algorithm with a value 

of 0.030 and effect size=5.586.  

Table 2 represents the Mean of  the XGB 

Regression algorithm which is better compared 

with the KNeighbour Regression algorithm with a 

standard deviation of  1.39634 and .71881 

respectively. From the XGB Regression algorithm 

and KNeighbour Regression algorithm in terms of 

mean and accuracy. The mean results, the novel 

XGBRegression algorithm (87.61%) gives better 

accuracy than the KNeighbour Regression 

algorithm (49.17%).  

Fig1 gives the comparison chart of the 

XGBRegression algorithm that is better than the 

KNeighbour Regression. It is, therefore, conclusive 

that XGBRegression performs better than 

KNeighbour Regression. The resultant plots are 

shown below in the figure. The figure has been 

placed at the end of the paper. 

 

4. Discussion 

 

KNeighbour Regression and XGBRegression both 

were Implemented to Predict the Flight Ticket  and 

to Improve the Accuracy of the existing Model. But 

from the obtained results in our paper (Zhang 

2020), it is concluded that the XGB Regression is 

more efficient and accurate in prediction compared 

with KNeighbour Regression for the larger datasets 

(Zhang 2020; Surrey Flying Services Limited 

1937). 

In the recent survey, the Proposed XGB Regression  

Algorithm is a Promising option for Flight ticket 

prediction (Ataman and Kahraman 2021). XGB 

Regression-based models have fewer error levels  

than the Larger data. Proposed XGB Regression 

Algorithm for predicting Flight fares of selected 

companies by comparing the daily Flight tickets 

movement in various airlines. Further, the neighbor 

Regression algorithm is not suitable for Improving 

the Accuracy of Flight Ticket Prediction (Panwar et 

https://www.kaggle.com/nikhilmittal/flight-fare-prediction-mh
https://www.kaggle.com/nikhilmittal/flight-fare-prediction-mh
https://paperpile.com/c/pP6lRB/WJDM
https://paperpile.com/c/pP6lRB/WJDM
https://paperpile.com/c/pP6lRB/WJDM+lxYz
https://paperpile.com/c/pP6lRB/WJDM+lxYz
https://paperpile.com/c/pP6lRB/BeVoR
https://paperpile.com/c/pP6lRB/XO67Q
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al. 2021). From the above discussion, only a few 

articles ensure that they provide better performance 

than the proposed XGBRegression and 

KNeighbour Regression algorithm (William 

Groves and Maria Gini, 2019) for improving the 

accuracy of Flight ticket prediction. Also, the 

present price prediction requires no additional cost 

and  therefore received intense attention in recent 

years. So that the proposed XGBRegression 

algorithm and KNeighbour Regression Algorithm 

can be used to Improve the Accuracy of Flight 

ticket prediction  (Panwar et al. 2021). 

Flight ticket prediction has limited price prediction 

ability based on future price significant profit. But 

there are so many other factors that affect the 

market value of the product that can not be 

forecasted precisely which makes the system a little 

difficult in price prediction. Deep learning 

algorithms can address future predictions by 

considering the dynamic factors that influence the 

market price of the trades and products. 

 

5. Conclusion 

 

The main aim of the study is to measure the 

accuracy of flight ticket prediction. In this research 

paper a XGBRegression model with the 

KNeighbour Regression. The results obtained show 

that the XGBRegression has found 87.61% of 

accuracy on the flight ticket prediction than the 

49.17% of the K-neighbor Regression.  
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Tables and Figures 

 

Table 1. Comparison between XGBRegression and KNeighbour Regression with N=10 samples of the dataset 

with highest accuracy of respectively 82.52% and 62.81% in sample 1 (when N=1) using the dataset size= 9650 

and the 70% of training and 30% of testing data 

Sample 

(N) 
Dataset Size 

XGBRegression Accuracy in 

% 

KNeighbour 

RegressionAccuracy in % 

1 9650 82.52 62.81 

2 8500 82.49 62.58 

3 7900 82.05 62.24 

4 7000 81.68 62.05 

5 6500 81.52 61.85 

6 5500 81.25 61.68 

7 4000 81.02 61.25 

8 3500 80.96 58.96 

9 1500 80.65 57.02 

10 1000 80.32 56.85 

 

Table 2. Statistical analysis of XGB and KNN Algorithm. Mean accuracy, Standard deviation, and standard 

error values are obtained for 20 sample data sets. 

Group N Mean Std. Deviation Std. Error Mean 

Accuracy        XGB 

 

KNN 

10 

 

10 

85.8530 

 

48.1340 

1.39634 

 

.71881 

.44156 

 

.22731 

      

Table 3. An Independent sample T-test is performed for the two groups for significance and standard error 

determination. P>0.05 for wet basis. 

   Levene's 

Test for 

Equality of 

Variances 

T-test of Equality of Means 95% of the 

confidence 

interval of the 

Difference 

 

    Sig (2- Mean Std.Error  
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F Sig. t df tailed) Difference Difference Lower Upper  

Accuracy                    

 

Equal 

Variance 

Assumed 

  

5.586 

  

.030 

  

75.9

49 

  

18 

  

.000 

  

37.7190 

  

.49664 

  

36.6756 

  

38.762

39 

 

  

 

 

Equal 

Variance 

Not 

Assumed 

      

  

75.

949 

  

  

13.45

7 

  

  

.000 

  

  

37.7190 

  

  

.49664 

  

  

36.679 

  

  

38.788

22 

 

 

 
Fig. 1. Comparison of XGB Regression and KNeighbour Regression algorithm in terms of mean and accuracy. 

The mean accuracy of the XGB Regression is better than KNeighbour. X-axis: XGB Regression vs  

KNeighbour Regression, Y-axis: Mean accuracy of detection ±2SD. 

 

 

 


