
Section A-Research paper 
Efficient Fashion Prediction using MNIST Dataset by Image Classification 

using Support Vector Machine Compared with Linear Regression with Improved 

Accuracy 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 4058 – 4066                                                                                                                       4058  

 
 

 

EFFICIENT FASHION PREDICTION USING MNIST 

DATASET BY IMAGE CLASSIFICATION USING 

SUPPORT VECTOR MACHINE COMPARED WITH 

LINEAR REGRESSION WITH IMPROVED 

ACCURACY 
 

S Gopi Ramesh1, Amanullah  M2* 

 

Article History: Received: 12.12.2022 Revised: 29.01.2023 Accepted: 15.03.2023 

 

ABSTRACT  

 

Aim: Efficient fashion Novel Prediction using MNIST dataset by image classification  using a support vector 

machine  and Linear Regression.  

Materials and Methods: This study contains two groups Support Vector Machine and Linear Regression. Each 

group consists of a sample size of 10 using G-power setting parameters: (α=0.05 and power=0.86) power value 

0.4 respectively  

Results: The Support Vector machine is 91.2% which is more accurate than Linear Regression of 76.9% in 

Fashion detection and attained the significant value 0.651 Conclusion: The Support vector machine model is 

significantly better than the Linear Regression in fashion detection. 
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1. Introduction 

 

MNIST's popularity stems from its small 

size, which allows deep learning researchers to 

easily test and prototype their methods. 

Additionally, all machine learning libraries such as 

scikit-learn and deep learning frameworks 

Tensorflow, Pytorch contain auxiliary functions. 

MNIST comes with a number of functions and 

examples that you can use right away (Kayed, 

Anter, and Mohamed 2020). On the Fashion 

MNIST dataset, a CNN(Convolution Neural 

Network) based LeNet-5 architecture is suggested 

for training CNN parameters (Tseëlon 2018). The 

findings of the experiments demonstrate that 

LeNet-5 is effective. The accuracy of the model 

was over 98 percent. As a result, it performs better 

than both the initial CNN model and other cutting-

edge models reported in the research (Anuradha et 

al. 2019). How to build a reliable test framework 

for assessing the quality of the model, how to 

investigate model enhancements, and how to store 

and load the system to produce innovative 

predictions based on new data (Kadam, Adamuthe, 

and Patil 2020). Application of Fashion trend 

forecasting is a multi-industry technique that 

includes autos, pharmaceuticals, food and drinks, 

literature, and home furnishings. Fashion 

forecasters are in charge of enticing customers and 

assisting retailers and designers in selling their 

products (Shakeri et al. 2021).  

 

There are about 195 articles in IEEE 

xplore and in 130 Scopus related to this study. In a 

study by  (Zhang, n.d.). The paper shows how a 

convolutional neural network can be used to solve 

an image categorization challenge. The CNN 

model was tested using the MNIST and Fashion 

MNIST datasets in deep learning. Five distinct 

architectures are shown in this paper, each with 

various convolutional layers, filter sizes, and fully 

linked layers.  (Shakeri et al. 2021) This is a crucial 

component in systems that try to assure the proper 

operation of a model. Individual symbols, i.e. 

pixels, are not easily interpretable for high-

dimensional input data such as photographs. As a 

result, rule-based techniques are rarely employed to 

deal with high-dimensional data. (Ciresan, Meier, 

and Schmidhuber 2012) provide a GPU 

implementation of Convolutional Neural Network 

variations that is fast and completely 

parameterizable (Tschodu et al. 2022). (Parakh et 

al. 2020; Pham et al. 2021; Perumal, Antony, and 

Muthuramalingam 2021; Sathiyamoorthi et al. 

2021; Devarajan et al. 2021; Dhanraj and 

Rajeshkumar 2021; Uganya, Radhika, and 

Vijayaraj 2021; Tesfaye Jule et al. 2021; Nandhini, 

Ezhilarasan, and Rajeshkumar 2020; Kamath et al. 

2020) 

 

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Palanisamy et al. 

2022).The drawbacks of recognizing a visual item 

from a picture is a simple task for a human, it is 

extremely difficult for a computer system to do so 

with human-level accuracy (Hadanny et al. 2022). 

To correctly recognise and categorise the photos, 

the method must be invariant to a lot of 

modifications. For example, various lighting 

conditions, scale and perspective alterations, 

deformations, and occlusions may cause the system 

to forecast the picture class incorrectly. The goal of 

parametric regression analysis is to find the idea of 

classifying Fashion MNIST images with variants of 

convolutional neural networks in deep learning 

(Albert-Weiss and Osman 2022). The classic form 

of regression analysis is parametric regression 

analysis, which is referred to simply as regression 

analysis in this section (Masvekar et al. 2022).  

 

2. Materials and Methods 

 

The proposed study was conducted under 

the supervision of professors in the artificial 

intelligence lab at the Saveetha School of 

Engineering. Two groups were selected to 

participate in this study. Table 1 shows group 1 as 

the SVM and group 2 as the linear regression. 

Clinical analysis was used to calculate the sample 

size, keeping the G power constant at 80%, 10 

sample sizes estimated for each group, totaling 20, 

94% confidence, the enrollment ratio constant at 1, 

the maximum acceptable error constant at 0.05, and 

the pretest power constant at 80%. The accuracy of 

two classifiers, SVM and Linear regression, was 

compared. Images contain independent factors such 

as picture, vocabulary, colour, and image size. 

Images, attire, and outfits are dependent variables. 

 

Support Vector Machine 

One of the most popular supervised learning deep 

learning approaches, the support vector machine, is 

used for both classification and regression 

problems. However, it is mostly used in machine 

learning to address categorisation problems. The 

SVM algorithm's goal is to identify the ideal set 

point or line that can categorize n-dimensional 

space, enabling us to rapidly classify new data 

points in the hereafter. This best decision boundary 
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is known as a hyperplane. SVM chooses the 

maximum vectors and points to help build the 

hyperplane. Due to these severe circumstances, 

also known as qs support vectors, the method is 

referred to as a Support Vector Machine. 

 

Pseudocode for Support Vector Machine 

 

Input: Training Dataset 

Output: Accuracy 

Step 1: Importing the necessary packages. 

Step 2: After using the extraction feature, convert 

the audio recordings into numerical numbers. 

Step 3: Allocate the data to the variables X train, y 

train, X test, and y test. 

Step 4: Provide the training and testing data to the 

train test split() method. 

Step 5: Use the parameters test size and random 

state to divide the information using SVM training. 

Step 6: Loading the SVC classifier from the library 

package. 

Step 7: Predict the results of the testing information 

using the SVC classifier. 

Step 8: Determine the model's accuracy. 

 

Linear Regression 

Linear regression is a type of deep learning model. 

The algorithm for linear regression  shows a 

correlation between the dependent variable (x) and 

one or more independent variables (x). Linear 

regression can be used to assess how the outcome 

of the dependent variable changes in proportion to 

the impact of the independent component because 

it exhibits a linear connection. 

 

Pseudocode for Linear regression 

INPUT: Training Dataset 

OUTPUT: Classifier accuracy 

Step 1: Import the necessary packages. 

Step 2: After using the extraction feature, transform 

sets of data into numerical values. 

Step 3: Assign data to the variables for the X train, 

Y train, X test, and Y test. 

Step 4: Pass the training and testing parameters 

using the train test split() method. 

Step 5: Use the parameters test size and random 

state to partition the data using linear training 

method. 

Step 6: Compiling model using matrices as 

accuracy. 

Step 7: Calculate accuracy of model. 

 

STATISTICAL ANALYSIS 

 

The software package Statistical Package for the 

Social Sciences, Version 26, was used to carry out 

the statistical analysis. A distinct sample T-test was 

carried out for correctness. Standard deviation and 

standard mean errors were also calculated using the 

SPSS Software tool. The importance ratings for 

proposed and existing algorithms are shown in 

Table 3. It includes the statistical totals of all 

suggested and used algorithms 

 

3. Results    
 

Using a sample size of 10, Anaconda 

Navigator was used to perform the proposed SVM 

method and linear regression at various intervals. 

Based on encoder decoder model predictions, Table 

2 shows the identification of novel caption 

production and the expected accuracy of picture 

captioning. To obtain statistical values that may be 

used for comparison, the 10 data samples can be 

used for each method together with their 

corresponding loss values. According to the 

findings, linear regression had a mean accuracy of 

76.9% while the SVM method had a mean 

accuracy of 91%. For SVM and linear regression, 

Table 3 shows the mean accuracy values. The mean 

value of SVM performs better when compared to 

linear regression with standard deviations of 

2.57388 and 3.27763, respectively. The data from 

SVM and linear regression's independent sample T-

test are displayed in Table 4 with a significant 

value of 0.651. 

 

Figure 1 compares SVM and linear regression 

analysis is based on mean accuracy and loss. In 

deep learning, the group statistics value for the two 

algorithms is also supplied, along with the mean, 

standard deviation, and standard error mean. The 

loss between two methods, The graphical 

comparison analysis classifies SVM and linear 

regression. This demonstrates that SVM's classified 

accuracy of 91% is significantly greater than linear 

regression's accuracy of 76.9%. . As seen in Fig. 1, 

the standard deviation error bars are +/- 1 SD. 

 

4. Discussion  

  

Given that the study's significance value 

was 0.651, it can be concluded that Generator 

utilising Generative Adversarial is preferable to 

Support Vector Machine. In order to determine the 

appropriate new fashion prediction type based on 

encoder-decoders model, it was shown that Linear 

Regression works better than the Support Vector 

Machine Algorithm. The information is acquired 

by the execution of numerous iterations in order to 

distinguish different scales of accuracy rates. An 

independent sample t-test was carried out based on 

the accuracy rates, and the accuracy results were 

examined. Support Vector Machine has a mean 
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accuracy of 91%, while Linear Regression 

Algorithm has a mean accuracy of 76.9%. 

 

The similar  fashion trend is an important 

aspect in earning a sale. However, in many firms, 

the Fashion Prediction process is not visible to the 

public (Cob, Cobb, and Scully 2012). In this work, 

a prediction approach is developed in order to give 

colour trends to companies in advance (Agarwal, 

Xu, and Osgood 2015). The opposite fuzzy c-

means approach was used to split the obtained 

colour data, then the minimal mean-square error 

was used to group comparable colour clusters from 

various time points, and the grey model was used 

for prediction (Blakely 2012). The classic form of 

regression analysis is parametric regression 

analysis, which is referred to simply as regression 

analysis in this section.  

 

The disadvantage of following the latest 

fashions is that it may be harmful to our 

environment. In truth, every material thing that 

must be made pollutes the environment and 

frequently contributes to global warming. 

Excessive consumption also contributes to 

significant resource depletion. The system's future 

aim is to improve, to cover a larger number of 

photos while taking less time in training the data 

set. In future work, the fashion industry that is 

concerned with predicting new fashion trends, 

colors, styling methods, fabric textures, and other 

elements that will stimulate consumer attention is 

known as fashion forecasting. 

 

5. Conclusion  

 

 In this study, it was found that the SVM-

based prediction of the accuracy percentage of a 

fashion novel was more accurate (91.2%) than the 

linear regression (76.9%). Several fashion new 

forecasts' accuracy estimates have been 

successfully produced for the images. Linear 

Regression has an accuracy of 76.9%, whereas the 

Support Vector Machine has an accuracy of 91.2%.  

The main emphasis was on the algorithmic 

substance of various attention processes, as well as 

an overview of how they are used. As a result, we 

can conclude that we have succeeded in developing 

a model that outperforms all previous novel fashion 

prediction generators. This model may be used to 

provide precise colour and computations for each 

image. 

 

Declarations  

 

Conflicts of Interest  

No conflicts of interest in this manuscript.  

 

Author Contributions  

Data collection, data analysis, data 

extraction, and manuscript writing were all done by 

author Gopi Ramesh. Conceptualization, data 

validation, and critical review of the manuscript 

were all done by author Amanullah M.  

 

Acknowledgements  

The Saveetha School of Engineering and 

Saveetha Institute of Medical and Technical 

Sciences (formerly Saveetha University) are to be 

thanked for providing the tools and resources 

needed to complete this task successfully. 

 

Funding  

We are grateful to the organisations listed 

below for their financial assistance in helping us to 

finish the study.  

1. Vee Eee Technologies Solution Pvt. Ltd., 

Chennai. 

2. Saveetha University. 

3. Saveetha Institute of Medical and Technical 

Sciences. 

4. Saveetha School of Engineering. 

 

6. References  

 

Agarwal, Nitin, Kevin Xu, and Nathaniel Osgood. 

2015. Social Computing, Behavioral-Cultural 

Modeling, and Prediction: 8th International 

Conference, SBP 2015, Washington, DC, 

USA, March 31-April 3, 2015. Proceedings. 

Springer. 

Albert-Weiss, Dominique, and Ahmad Osman. 

2022. “Interactive Deep Learning for Shelf 

Life Prediction of Muskmelons Based on an 

Active Learning Approach.” Sensors  22 (2). 

https://doi.org/10.3390/s22020414. 

Anupong, Wongchai, Lin Yi-Chia, Mukta Jagdish, 

Ravi Kumar, P. D. Selvam, R. 

Saravanakumar, and Dharmesh Dhabliya. 

2022. “Hybrid Distributed Energy Sources 

Providing Climate Security to the Agriculture 

Environment and Enhancing the Yield.” 

Sustainable Energy Technologies and 

Assessments. 

https://doi.org/10.1016/j.seta.2022.102142. 

Anuradha, R., N. Saranya, M. Priyadharsini, and G. 

Dinesh Kumar. 2019. “Assessment of 

Extended MNIST (EMNIST) Dataset Using 

Capsule Networks.” 2019 International 

Conference on Intelligent Sustainable 

Systems (ICISS). 

https://doi.org/10.1109/iss1.2019.8908006. 

Bharathiraja, B., J. Jayamuthunagai, R. Sreejith, J. 

Iyyappan, and R. Praveenkumar. 2022. 

https://paperpile.com/c/yDfb6s/Bblk
https://paperpile.com/c/yDfb6s/8vuD
https://paperpile.com/c/yDfb6s/8vuD
https://paperpile.com/c/yDfb6s/Ry7t
http://paperpile.com/b/yDfb6s/8vuD
http://paperpile.com/b/yDfb6s/8vuD
http://paperpile.com/b/yDfb6s/8vuD
http://paperpile.com/b/yDfb6s/8vuD
http://paperpile.com/b/yDfb6s/8vuD
http://paperpile.com/b/yDfb6s/8vuD
http://paperpile.com/b/yDfb6s/8vuD
http://paperpile.com/b/yDfb6s/8vuD
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/01hl
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://paperpile.com/b/yDfb6s/ZLdbj
http://dx.doi.org/10.1016/j.seta.2022.102142
http://dx.doi.org/10.1016/j.seta.2022.102142
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/1d6Y
http://paperpile.com/b/yDfb6s/xdbhH
http://paperpile.com/b/yDfb6s/xdbhH


Section A-Research paper 
Efficient Fashion Prediction using MNIST Dataset by Image Classification 

using Support Vector Machine Compared with Linear Regression with Improved 

Accuracy 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 4058 – 4066                                                                                                                       4062  

“Techno Economic Analysis of Malic Acid 

Production Using Crude Glycerol Derived 

from Waste Cooking Oil.” Bioresource 

Technology 351 (May): 126956. 

Blakely, Averil. 2012. Fashion Forecasting: 

Understanding the Process. LAP Lambert 

Academic Publishing. 

Ciresan, D., U. Meier, and J. Schmidhuber. 2012. 

“Multi-Column Deep Neural Networks for 

Image Classification.” 2012 IEEE Conference 

on Computer Vision and Pattern Recognition. 

https://doi.org/10.1109/cvpr.2012.6248110. 

Cob, Debra Johnston, Debra Johnston Cobb, and 

Kate Scully. 2012. Colour Forecasting for 

Fashion. Hachette UK. 

Devarajan, Yuvarajan, Beemkumar Nagappan, 

Gautam Choubey, Suresh Vellaiyan, and 

Kulmani Mehar. 2021. “Renewable Pathway 

and Twin Fueling Approach on Ignition 

Analysis of a Dual-Fuelled Compression 

Ignition Engine.” Energy & Fuels: An 

American Chemical Society Journal 35 (12): 

9930–36. 

Dhanraj, Ganapathy, and Shanmugam 

Rajeshkumar. 2021. “Anticariogenic Effect of 

Selenium Nanoparticles Synthesized Using 

Brassica Oleracea.” Journal of Nanomaterials 

2021 (July). 

https://doi.org/10.1155/2021/8115585. 

Hadanny, Amir, Roni Shouval, Jianhua Wu, Chris 

P. Gale, Ron Unger, Doron Zahger, Shmuel 

Gottlieb, et al. 2022. “Machine Learning-

Based Prediction of 1-Year Mortality for 

Acute Coronary Syndrome.” Journal of 

Cardiology 79 (3): 342–51. 

Jothi, K. Jeeva, K. Jeeva Jothi, S. Balachandran, K. 

Mohanraj, N. Prakash, A. Subhasri, P. 

Santhana Gopala Krishnan, and K. 

Palanivelu. 2022. “Fabrications of Hybrid 

Polyurethane-Pd Doped ZrO2 Smart Carriers 

for Self-Healing High Corrosion Protective 

Coatings.” Environmental Research. 

https://doi.org/10.1016/j.envres.2022.113095. 

Kadam, Shivam S., Amol C. Adamuthe, and 

Ashwini B. Patil. 2020. “CNN Model for 

Image Classification on MNIST and Fashion-

MNIST Dataset.” Journal of Scientific 

Research. 

https://doi.org/10.37398/jsr.2020.640251. 

Kale, Vaibhav Namdev, J. Rajesh, T. Maiyalagan, 

Chang Woo Lee, and R. M. Gnanamuthu. 

2022. “Fabrication of Ni–Mg–Ag Alloy 

Electrodeposited Material on the Aluminium 

Surface Using Anodizing Technique and 

Their Enhanced Corrosion Resistance for 

Engineering Application.” Materials 

Chemistry and Physics. 

https://doi.org/10.1016/j.matchemphys.2022.

125900. 

Kamath, S. Manjunath, K. Sridhar, D. Jaison, V. 

Gopinath, B. K. Mohamed Ibrahim, 

Nilkantha Gupta, A. Sundaram, P. 

Sivaperumal, S. Padmapriya, and S. Shantanu 

Patil. 2020. “Fabrication of Tri-Layered 

Electrospun Polycaprolactone Mats with 

Improved Sustained Drug Release Profile.” 

Scientific Reports 10 (1): 18179. 

Kayed, Mohammed, Ahmed Anter, and Hadeer 

Mohamed. 2020. “Classification of Garments 

from Fashion MNIST Dataset Using CNN 

LeNet-5 Architecture.” 2020 International 

Conference on Innovative Trends in 

Communication and Computer Engineering 

(ITCE). 

https://doi.org/10.1109/itce48509.2020.90477

76. 

Masvekar, Ruturaj R., Peter Kosa, Kimberly Jin, 

Kerry Dobbs, Michael A. Stack, Riccardo 

Castagnoli, Virginia Quaresima, et al. 2022. 

“Prognostic Value of Serum/Plasma 

Neurofilament Light Chain for COVID-19 

Associated Mortality.” medRxiv : The 

Preprint Server for Health Sciences, January. 

https://doi.org/10.1101/2022.01.13.22269244. 

Nandhini, Joseph T., Devaraj Ezhilarasan, and 

Shanmugam Rajeshkumar. 2020. “An 

Ecofriendly Synthesized Gold Nanoparticles 

Induces Cytotoxicity via Apoptosis in HepG2 

Cells.” Environmental Toxicology, August. 

https://doi.org/10.1002/tox.23007. 

Palanisamy, Rajkumar, Diwakar Karuppiah, 

Subadevi Rengapillai, Mozaffar Abdollahifar, 

Gnanamuthu Ramasamy, Fu-Ming Wang, 

Wei-Ren Liu, Kumar Ponnuchamy, Joongpyo 

Shim, and Sivakumar Marimuthu. 2022. “A 

Reign of Bio-Mass Derived Carbon with the 

Synergy of Energy Storage and Biomedical 

Applications.” Journal of Energy Storage. 

https://doi.org/10.1016/j.est.2022.104422. 

Parakh, Mayank K., Shriraam Ulaganambi, Nisha 

Ashifa, Reshma Premkumar, and Amit L. 

Jain. 2020. “Oral Potentially Malignant 

Disorders: Clinical Diagnosis and Current 

Screening Aids: A Narrative Review.” 

European Journal of Cancer Prevention: The 

Official Journal of the European Cancer 

Prevention Organisation  29 (1): 65–72. 

Perumal, Karthikeyan, Joseph Antony, and 

Subagunasekar Muthuramalingam. 2021. 

“Heavy Metal Pollutants and Their Spatial 

Distribution in Surface Sediments from 

Thondi Coast, Palk Bay, South India.” 

Environmental Sciences Europe 33 (1). 

https://doi.org/10.1186/s12302-021-00501-2. 

http://paperpile.com/b/yDfb6s/xdbhH
http://paperpile.com/b/yDfb6s/xdbhH
http://paperpile.com/b/yDfb6s/xdbhH
http://paperpile.com/b/yDfb6s/xdbhH
http://paperpile.com/b/yDfb6s/xdbhH
http://paperpile.com/b/yDfb6s/xdbhH
http://paperpile.com/b/yDfb6s/Ry7t
http://paperpile.com/b/yDfb6s/Ry7t
http://paperpile.com/b/yDfb6s/Ry7t
http://paperpile.com/b/yDfb6s/Ry7t
http://paperpile.com/b/yDfb6s/Ry7t
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/0m9u
http://paperpile.com/b/yDfb6s/Bblk
http://paperpile.com/b/yDfb6s/Bblk
http://paperpile.com/b/yDfb6s/Bblk
http://paperpile.com/b/yDfb6s/Bblk
http://paperpile.com/b/yDfb6s/Bblk
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/sU4C5
http://paperpile.com/b/yDfb6s/BRLGP
http://paperpile.com/b/yDfb6s/BRLGP
http://paperpile.com/b/yDfb6s/BRLGP
http://paperpile.com/b/yDfb6s/BRLGP
http://paperpile.com/b/yDfb6s/BRLGP
http://paperpile.com/b/yDfb6s/BRLGP
http://paperpile.com/b/yDfb6s/BRLGP
http://paperpile.com/b/yDfb6s/BRLGP
http://dx.doi.org/10.1155/2021/8115585
http://dx.doi.org/10.1155/2021/8115585
http://paperpile.com/b/yDfb6s/ibfv
http://paperpile.com/b/yDfb6s/ibfv
http://paperpile.com/b/yDfb6s/ibfv
http://paperpile.com/b/yDfb6s/ibfv
http://paperpile.com/b/yDfb6s/ibfv
http://paperpile.com/b/yDfb6s/ibfv
http://paperpile.com/b/yDfb6s/ibfv
http://paperpile.com/b/yDfb6s/ibfv
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://paperpile.com/b/yDfb6s/Ke2Jn
http://dx.doi.org/10.1016/j.envres.2022.113095
http://dx.doi.org/10.1016/j.envres.2022.113095
http://paperpile.com/b/yDfb6s/jhRY
http://paperpile.com/b/yDfb6s/jhRY
http://paperpile.com/b/yDfb6s/jhRY
http://paperpile.com/b/yDfb6s/jhRY
http://paperpile.com/b/yDfb6s/jhRY
http://paperpile.com/b/yDfb6s/jhRY
http://paperpile.com/b/yDfb6s/jhRY
http://paperpile.com/b/yDfb6s/jhRY
http://dx.doi.org/10.37398/jsr.2020.640251
http://dx.doi.org/10.37398/jsr.2020.640251
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://paperpile.com/b/yDfb6s/rk44C
http://dx.doi.org/10.1016/j.matchemphys.2022.125900
http://dx.doi.org/10.1016/j.matchemphys.2022.125900
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/x2DVl
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/pri3
http://dx.doi.org/10.1109/itce48509.2020.9047776
http://dx.doi.org/10.1109/itce48509.2020.9047776
http://paperpile.com/b/yDfb6s/pri3
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://paperpile.com/b/yDfb6s/j51q
http://dx.doi.org/10.1101/2022.01.13.22269244
http://dx.doi.org/10.1101/2022.01.13.22269244
http://paperpile.com/b/yDfb6s/JdPBw
http://paperpile.com/b/yDfb6s/JdPBw
http://paperpile.com/b/yDfb6s/JdPBw
http://paperpile.com/b/yDfb6s/JdPBw
http://paperpile.com/b/yDfb6s/JdPBw
http://paperpile.com/b/yDfb6s/JdPBw
http://paperpile.com/b/yDfb6s/JdPBw
http://paperpile.com/b/yDfb6s/JdPBw
http://dx.doi.org/10.1002/tox.23007
http://dx.doi.org/10.1002/tox.23007
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/LZFNf
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/OcMIi
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh
http://paperpile.com/b/yDfb6s/IhNLh


Section A-Research paper 
Efficient Fashion Prediction using MNIST Dataset by Image Classification 

using Support Vector Machine Compared with Linear Regression with Improved 

Accuracy 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 4058 – 4066                                                                                                                       4063  

Pham, Quoc Hoa, Supat Chupradit, Gunawan 

Widjaja, Muataz S. Alhassan, Rustem 

Magizov, Yasser Fakri Mustafa, Aravindhan 

Surendar, Amirzhan Kassenov, Zeinab 

Arzehgar, and Wanich Suksatan. 2021. “The 

Effects of Ni or Nb Additions on the 

Relaxation Behavior of Zr55Cu35Al10 

Metallic Glass.” Materials Today 

Communications 29 (December): 102909. 

Ram, G. Dinesh, G. Dinesh Ram, S. Praveen 

Kumar, T. Yuvaraj, Thanikanti Sudhakar 

Babu, and Karthik Balasubramanian. 2022. 

“Simulation and Investigation of MEMS 

Bilayer Solar Energy Harvester for Smart 

Wireless Sensor Applications.” Sustainable 

Energy Technologies and Assessments. 

https://doi.org/10.1016/j.seta.2022.102102. 

Sathiyamoorthi, Ramalingam, Gomathinayakam 

Sankaranarayanan, Dinesh Babu 

Munuswamy, and Yuvarajan Devarajan. 

2021. “Experimental Study of Spray Analysis 

for Palmarosa Biodiesel‐diesel Blends in a 

Constant Volume Chamber.” Environmental 

Progress & Sustainable Energy 40 (6). 

https://doi.org/10.1002/ep.13696. 

Shakeri, Esmaeil, Emad A. Mohammed, Zahra 

Shakeri H A, and Behrouz Far. 2021. 

“Exploring Features Contributing to the Early 

Prediction of Sepsis Using Machine 

Learning.” Conference Proceedings: ... 

Annual International Conference of the IEEE 

Engineering in Medicine and Biology 

Society. IEEE Engineering in Medicine and 

Biology Society. Conference 2021 

(November): 2472–75. 

Sumathy, B., Anand Kumar, D. Sungeetha, Arshad 

Hashmi, Ankur Saxena, Piyush Kumar 

Shukla, and Stephen Jeswinde Nuagah. 2022. 

“Machine Learning Technique to Detect and 

Classify Mental Illness on Social Media 

Using Lexicon-Based Recommender 

System.” Computational Intelligence and 

Neuroscience 2022 (February): 5906797. 

Tesfaye Jule, Leta, Krishnaraj Ramaswamy, 

Nagaraj Nagaprasad, Vigneshwaran 

Shanmugam, and Venkataraman Vignesh. 

2021. “Design and Analysis of Serial Drilled 

Hole in Composite Material.” Materials 

Today: Proceedings 45 (January): 5759–63. 

Thanigaivel, Sundaram, Sundaram Vickram, 

Nibedita Dey, Govindarajan Gulothungan, 

Ramasamy Subbaiya, Muthusamy 

Govarthanan, Natchimuthu Karmegam, and 

Woong Kim. 2022. “The Urge of Algal 

Biomass-Based Fuels for Environmental 

Sustainability against a Steady Tide of 

Biofuel Conflict Analysis: Is Third-

Generation Algal Biorefinery a Boon?” Fuel. 

https://doi.org/10.1016/j.fuel.2022.123494. 

Tschodu, Dimitrij, Bernhard Ulm, Klaus Bendrat, 

Jürgen Lippoldt, Pablo Gottheil, Josef A. Käs, 

and Axel Niendorf. 2022. “Comparative 

Analysis of Molecular Signatures Reveals a 

Hybrid Approach in Breast Cancer: 

Combining the Nottingham Prognostic Index 

with Gene Expressions into a Hybrid 

Signature.” PloS One 17 (2): e0261035. 

Tseëlon, Efrat. 2018. “Fashion Prediction: An 

Interview with Regina Lee Blaszczyk.” 

Critical Studies in Fashion & Beauty. 

https://doi.org/10.1386/csfb.9.2.235_7. 

Uganya, G., Radhika, and N. Vijayaraj. 2021. “A 

Survey on Internet of Things: Applications, 

Recent Issues, Attacks, and Security 

Mechanisms.” Journal of Circuits Systems 

and Computers 30 (05): 2130006. 

Vickram, Sundaram, Karunakaran Rohini, 

Krishnan Anbarasu, Nibedita Dey, Palanivelu 

Jeyanthi, Sundaram Thanigaivel, Praveen 

Kumar Issac, and Jesu Arockiaraj. 2022. 

“Semenogelin, a Coagulum Macromolecule 

Monitoring Factor Involved in the First Step 

of Fertilization: A Prospective Review.” 

International Journal of Biological 

Macromolecules 209 (Pt A): 951–62. 

Yaashikaa, P. R., M. Keerthana Devi, and P. 

Senthil Kumar. 2022. “Algal Biofuels: 

Technological Perspective on Cultivation, 

Fuel Extraction and Engineering Genetic 

Pathway for Enhancing Productivity.” Fuel. 

https://doi.org/10.1016/j.fuel.2022.123814. 

Zhang, Xinbin Mname. n.d. “An Improved Method 

of Identifying Mislabeled Data and the 

Mislabeled Data in MNIST and CIFAR-10 

Appendix Findings in Fashion-MNIST.” 

SSRN Electronic Journal. 

https://doi.org/10.2139/ssrn.3097307. 

 

 

 

 

 

 

 

 

http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/rE7oI
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://paperpile.com/b/yDfb6s/WXqaT
http://dx.doi.org/10.1016/j.seta.2022.102102
http://dx.doi.org/10.1016/j.seta.2022.102102
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://paperpile.com/b/yDfb6s/x1l9e
http://dx.doi.org/10.1002/ep.13696
http://dx.doi.org/10.1002/ep.13696
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/ELEG
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/8Xs0B
http://paperpile.com/b/yDfb6s/5Jck3
http://paperpile.com/b/yDfb6s/5Jck3
http://paperpile.com/b/yDfb6s/5Jck3
http://paperpile.com/b/yDfb6s/5Jck3
http://paperpile.com/b/yDfb6s/5Jck3
http://paperpile.com/b/yDfb6s/5Jck3
http://paperpile.com/b/yDfb6s/5Jck3
http://paperpile.com/b/yDfb6s/5Jck3
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://paperpile.com/b/yDfb6s/Eo6kQ
http://dx.doi.org/10.1016/j.fuel.2022.123494
http://dx.doi.org/10.1016/j.fuel.2022.123494
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/6EKs
http://paperpile.com/b/yDfb6s/xCIp
http://paperpile.com/b/yDfb6s/xCIp
http://paperpile.com/b/yDfb6s/xCIp
http://paperpile.com/b/yDfb6s/xCIp
http://paperpile.com/b/yDfb6s/xCIp
http://paperpile.com/b/yDfb6s/xCIp
http://paperpile.com/b/yDfb6s/xCIp
http://paperpile.com/b/yDfb6s/EJyqO
http://paperpile.com/b/yDfb6s/EJyqO
http://paperpile.com/b/yDfb6s/EJyqO
http://paperpile.com/b/yDfb6s/EJyqO
http://paperpile.com/b/yDfb6s/EJyqO
http://paperpile.com/b/yDfb6s/EJyqO
http://paperpile.com/b/yDfb6s/EJyqO
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/w8Lc2
http://paperpile.com/b/yDfb6s/Fy28i
http://paperpile.com/b/yDfb6s/Fy28i
http://paperpile.com/b/yDfb6s/Fy28i
http://paperpile.com/b/yDfb6s/Fy28i
http://paperpile.com/b/yDfb6s/Fy28i
http://paperpile.com/b/yDfb6s/Fy28i
http://paperpile.com/b/yDfb6s/Fy28i
http://paperpile.com/b/yDfb6s/Fy28i
http://dx.doi.org/10.1016/j.fuel.2022.123814
http://dx.doi.org/10.1016/j.fuel.2022.123814
http://paperpile.com/b/yDfb6s/aRnw
http://paperpile.com/b/yDfb6s/aRnw
http://paperpile.com/b/yDfb6s/aRnw
http://paperpile.com/b/yDfb6s/aRnw
http://paperpile.com/b/yDfb6s/aRnw
http://paperpile.com/b/yDfb6s/aRnw
http://paperpile.com/b/yDfb6s/aRnw
http://paperpile.com/b/yDfb6s/aRnw
http://paperpile.com/b/yDfb6s/aRnw


Section A-Research paper 
Efficient Fashion Prediction using MNIST Dataset by Image Classification 

using Support Vector Machine Compared with Linear Regression with Improved 

Accuracy 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 4058 – 4066                                                                                                                       4064  

TABLES AND FIGURES 

 

Table 1. Group, Accuracy, and Loss value uses 8 columns with 8 width data for image caption generator. 

SI.NO Name Type Width Decimal Columns  Measure Role 

1 Group Numeric 8 2 8 Nominal Input 

2 Accuracy Numeric 8 2 8 Scale Input 

3 Loss Numeric 8 2 8 Scale Input 

 

Table 2. Accuracy and Loss Analysis of SVM and  Linear Regression 

S.No  GROUPS  ACCURACY LOSS  

 

 

 

 

 

 

 

 

1 

 

 

 

 

 

 

 

 

SVM 

94.89 5.11 

94.42 5.58 

91.33 8.67 

93.00 7.00 

93.94 6.06 

93.42 6.58 

89.85 10.15 

93.21 6.79 

89.12 10.88 

87.12 12.88 

  78.74 21.26 
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 Linear Regression 

78.12 21.88 

77.12 22.88 

75.54 24.46 

74.16 25.84 

70.00 30.00 

68.85 31.15 

74.67 25.33 

76.35 23.65 

76.65 23.35 

 

Table 3. Group Statistical Analysis of SVM and  Linear Regression. Mean, Standard Deviation and Standard 

Error Mean are obtained for 10 samples. SVM has higher mean accuracy and lower mean loss when compared 

to  Linear Regression. 

 GROUP N Mean Std.Deviation Std.Error 

Mean 

ACCURACY SVM 10 92.0300 2.57388 .81393 

 Linear 

Regression 

10 76.0200 3.27763 1.03648 

LOSS SVM 10 7.9700 2.57388 .81393 

 Linear 

Regression 

10 24.9800 3.27763 1.03648 
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Table 4. Independent Sample T-test: SVM is insignificantly better than  Linear Regression  with p value 0.651  

 F Sig. test differenc

e 

Mean 

Diffencen

e 

Std.Erro

r 

differenc

e 

Lower Upper 
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Equal 

variances  

assumed 

.21
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0.65
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12.90
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18 17.01000 1.31787 14.2412

6 

19.7787

4 

Equal 

Variance

s      not 

assumed 

.21

2 

0.65
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12.90
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17.042 17.01000 1.31787 14.2300

6 

19.7899

4 

 

 

 

 

LOSS 

Equal 

variances  

assumed 

.21
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Fig. 1. Comparison of SVM and  Linear Regression Classifier in terms of mean accuracy and loss. The mean 

accuracy of SVM is better than  Linear Regression Classifier Standard deviation of SVM is slightly better than  

Linear Regression. X Axis: SVM Vs Linear Regression Classifier and Y Axis: Mean accuracy of detection ± 1 

SD 

 

 

 

 

 

 

 


