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Abstract 

 

Aim: The main objective of the research study is to improve the accuracy for Detecting phishing websites using  

the Decision Tree Algorithm against Logistic Regression machine learning algorithm. Materials and Methods: 

The study used 20 samples with two groups of algorithms with the G-power value of 80% percent and the 

phishing attack data were collected from various web sources with recent study findings and threshold 0.05 and 

confidence interval 96.49% with mean and standard deviation. To predict the phishing attacks by improving the 

Logistic Regression Algorithm  has found 92.65% of accuracy, therefore this study needs to find the better 

accuracy for Phishing Attack prediction with the Decision Tree Algorithm machine learning algorithm. Result: 

This research study found 96.59% of accuracy for Detecting  phishing websites  using the Decision Tree 

algorithm with a significant value of two tailed tests is 0.002 (p<0.05) with 96.49% confidence interval. 

Conclusion: This study concludes that the Decision Tree algorithm on Innovative phishing website Detection  

is significantly better than the Logistic Regression algorithm.  
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1. Introduction 

 

In daily life, all carry out most  of my work on 

digital platforms. The research study is to improve 

the accuracy for Detecting phishing websites using  

the Decision Tree Algorithm against Logistic 

Regression machine learning algorithm (Gu 2021). 

Phishing websites are used as a technique to 

deceive users and trick them into submitting 

sensitive information such as their authentication 

details, which can include username, password as 

well as unique codes associated with multi factor 

authentication (Pascariu and Bacivarov 2021). It is 

a tool used by cyber criminals to steal personal 

information from the user.  Cyber-attacks using 

malicious URLs have emerged as an addressing 

the issue of social problems (Jang, Song, and Kim 

2022). The use of online virtual entertainment and 

E-trade sites among individuals increments step by 

step. It causes millions of transactions to occur 

online (Saravanan and Subramanian 2020). The 

criminals will create a fake website that looks the 

same as the real websites (Zaini et al. 2020) .With 

the widespread usage of the Internet for online 

banking and trade, phishing attacks and forms of 

identity theft-based scams are becoming extremely 

popular among the hacker communities (Razaque 

et al. 2020). The user will get fraud by 

purposefully entering their confidential 

information such as password, bank details and 

account credentials into the fake websites (Zaini et 

al. 2020). Phishing is a social engineering attack 

that aims at exploiting the weakness found in the 

system at the user's end (Patil et al. 2018) . There 

are a lot of ways in which attackers lure the victims 

into clicking the malicious links which may result 

in the victim losing their personal data and even 

money in some cases(Ghimire et al. 2021). Social 

engineering attack is a means of influencing the 

victim who has fewer awareness about these kinds 

of attack (Nadar et al. 2021) . 

Phishers use multiple methods, including email, 

Uniform Resource Locators (URL), instant 

messages, forum postings, telephone calls, and text 

messages to steal user information (Dutta 2021). 

 

Related work of machine learning and Supervised 

Learning have been applied with reference to Anti-

phishing ways involved in educating web users and 

technical defense.Found that 4,950 papers on 

google scholar related to this title and most cited 

articles are Detection of phishing websites using an 

efficient feature-based machine learning 

framework (Rao and Pais 2019), (Jain and Gupta 

2019), (Itoo, Meenakshi, and Singh 2021), (Lokesh 

and BoreGowda 2021). The most cited website is 

(Rao and Pais 2019). They have used a publicly 

available dataset which has 11055 values of the 

dataset of website phishing. This research related 

work was presented and published in more than 80 

indexed journals. The best study of Detecting 

phishing websites (Lokesh and BoreGowda 2021).  

 

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et 

al. 2022; Anupong et al. 2022; Yaashikaa, 

Keerthana Devi, and Senthil Kumar 2022; 

Palanisamy et al. 2022). The drawbacks of this 

detecting phishing website is If the Internet 

connection fails, this system won’t work and Loss 

of Customers. Loss of Data and all websites related 

data will be stored in one place. There are more 

relative articles with an accuracy score from the 

DATA classifier for innovation of Anti-Phishing to 

predict website phishing attacks. Therefore the aim 

of this study is to increase the accuracy of 

Innovative phishing website Detection 

vulnerability and improve the prediction model 

using the DTA. 

 

2. Materials and Methods 

      

This research study was carried out at the DBMS 

Laboratory, Department of Computer Science and 

Engineering, Saveetha School of Engineering, 

Chennai. The two Supervised Learning groups of 

classification algorithms used for the study. Group 

1 and Group 2 are the Decision Tree algorithms 

and Logistic Regression algorithms respectively 

als their ranges are shown in the Fig.1. Each 

sample size was predicted using the G-power tool 

with version 3.1.10 and resulting in 20 sample 

sizes with 96% of G-power station values and the 

threshold two tailed significant values is set to 0.05 

and the confidence interval as 96% (Kankrale and 

Kankrale 2021) . 

 

The phishing, anti-phishing dataset which is to be 

imputed for the proposed work is collected from 

(Noor n.d.). one of the more popular online 

communities for data scientists and machine 

learning practitioners. It also provides a 

customizable personal Google co-laboratory with a 

free online GPU. The dataset used here consists of 

42 attributes and contains 5 features that can be 

used to predict the website phishing attacks. The 

dataset has 11055 rows which consists of data for 

the symptoms that are related to Phishing Attack 

and also includes many sites in the dataset 

(Website, Noor n.d.)(Noor n.d.)(Website, Noor 

n.d.). Nearly 4.6 billion active internet users are 

there in 2020, a record for that year throughout the 

world.  

https://paperpile.com/c/Aodo2x/oX4m
https://paperpile.com/c/Aodo2x/7Jtn
https://paperpile.com/c/Aodo2x/noJ4
https://paperpile.com/c/Aodo2x/noJ4
https://paperpile.com/c/Aodo2x/uGdW
https://paperpile.com/c/Aodo2x/tFFj
https://paperpile.com/c/Aodo2x/9GtV
https://paperpile.com/c/Aodo2x/9GtV
https://paperpile.com/c/Aodo2x/tFFj
https://paperpile.com/c/Aodo2x/tFFj
https://paperpile.com/c/Aodo2x/RNeZ
https://paperpile.com/c/Aodo2x/XCx1
https://paperpile.com/c/Aodo2x/TjHv
https://paperpile.com/c/Aodo2x/D0vt
https://paperpile.com/c/Aodo2x/rFpO
https://paperpile.com/c/Aodo2x/RpEJ
https://paperpile.com/c/Aodo2x/RpEJ
https://paperpile.com/c/Aodo2x/EZug
https://paperpile.com/c/Aodo2x/I8ft
https://paperpile.com/c/Aodo2x/I8ft
https://paperpile.com/c/Aodo2x/rFpO
https://paperpile.com/c/Aodo2x/I8ft
https://paperpile.com/c/Aodo2x/stMD0+uEyaW+w2lsf+9k7Tz+cr14p+HgkDg+rQe4A+z9Oww+voFN3+zbqkj
https://paperpile.com/c/Aodo2x/stMD0+uEyaW+w2lsf+9k7Tz+cr14p+HgkDg+rQe4A+z9Oww+voFN3+zbqkj
https://paperpile.com/c/Aodo2x/stMD0+uEyaW+w2lsf+9k7Tz+cr14p+HgkDg+rQe4A+z9Oww+voFN3+zbqkj
https://paperpile.com/c/Aodo2x/stMD0+uEyaW+w2lsf+9k7Tz+cr14p+HgkDg+rQe4A+z9Oww+voFN3+zbqkj
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Decision Tree Algorithm: 

Decision tree classifiers are utilized as a notable 

order procedure. A decision tree is a flowchart-like 

tree structure where an inside node addresses a 

component or characteristic , the branch addresses 

a decision rule and each leaf node addresses the 

result . The highest node in a decision tree is 

known as the root node. It figures out how to 

parcel in light of the quality worth. It segments the 

tree in a recursive way called recursive parceling. 

This specific element gives the tree classifier a 

higher goal to manage an assortment of 

informational indexes, whether mathematical or 

downright information. Additionally, decision trees 

are great for managing nonlinear connections 

among traits and classes. Routinely, a pollutant is 

not set in stone to evaluate the nature of the 

division for every node and the Gini Variety Index 

is utilized as a known standard for the complete 

presentation. The decision tree is adaptable as it 

can be without much of a stretch model of 

nonlinear or flighty connections. It can decipher 

the communication between indicators. It can 

likewise be deciphered very well in view of its 

binary structure. Notwithstanding, the choice tree 

has different downsides that will more often than 

not abuse information. Plus, refreshing a decision 

tree with new examples is troublesome.            

The following pseudocode comes under the 

Decision Tree Algorithm formula to use on the 

center pictures dataset and additionally works with 

the tree model. The pseudocode can take the 

datasets as input and therefore the final output of 

the pseudocode is sent through the parameters 

Accuracy and the classification.The entropy of the 

decision tree algorithm must be calculated by using 

below equation (1).  

 

Entropy(s)= -P(yes)log2 P(yes)- P(no) log2 P(no)                                

(1) 

 

Pseudocode of the DTA Algorithm: 

  

Input:Training Dataset 

Output:Accuracy 

1. Read the training dataset as input 

      2.   Preprocess the dataset and split to train and 

test 

      3.   Define class 

                            Logistic Regression(test attribute) 

  if(condition satisfy) 

   return accuracy 

  else    

                                     return previous step 

 end 

    4.   Classifiers predicted accuracy. 

    

Logistic Regression Algorithm: 

 

         Logistic Regression is a supervised learning 

algorithm. It provides accurate results when new 

data is given to the trained model. It is a predictive 

analysis algorithm in view of the idea of 

probability. The sigmoid capacity is a numerical 

capacity used to plan the anticipated worth of 

probabilities. The worth of Logistic Regression 

should be somewhere in the range of 0 and 1 which 

can be determined utilizing the underneath 

condition (2). 

 

 

                                      Value(V)=1/(1+e^-value)                                                    

(2)                                                 

  

Where, e is base of the natural algorithms  

 

Pseudocode: Logistic Regression Algorithm 

Input: Training dataset 

Output: Classifier predicted accuracy 

1. Peruse the training dataset into the 

classifier 

2. Calculate cost function, gradient descent 

3. Repeat 

4. Calculate sigmoid function for each 

iteration 

5. While the condition satisfy  

6.  Define class 

                define Logistic Regression(test attribute) 

             if(condition satisfy) 

             return accuracy 

              else  

              return previous 

step 

                         end 

7. Classifiers predicted accuracy. 

    

Experiment Setup 

 

The stage used to assess the  machine learning 

algorithms and Supervised Learning was the 

jupyter lab. The equipment designs were Intel 

center Ryzen processors with a RAM size of 8GB. 

The system type used was 64-bit, OS, X64 based 

processor with SSD or 512 GB. The working 

framework utilized was Windows and the device 

utilized was jupyter lab with python programming 

language. The dataset is fake and real news is 

collected. Data preprocessing has to be done. Data 

cleaning like removing the unnecessary attributes 

from the dataset and concatenating and shuffling 

also need to be done. Information investigation 

shows the items present in the dataset. Convert the 

dataset that contains just the information required 

for the classifier. Part the dataset into a training set 

and testing set. Presently carry out the machine 

learning classifier and utilize the training dataset to 

prepare the classifier. Subsequent to training the 
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classifier utilizes a testing dataset to test the trained 

classifier to get the anticipated exactness from the 

classifier. 

 

The SPSS apparatus is utilized to play out the 

measurable computations for the outcomes that are 

acquired from classifiers for different test sizes. 

The text part in the training dataset is an 

independent variable though the text part in the 

testing dataset is subject to the training dataset. 

The comparison of the performances of Decision 

Tree algorithm andLogistic Regression algorithm 

is done. 

 

Statistical Analysis 

 

  The IBM SPSS device is utilized to play 

out the statistical analysis of the outcomes that 

have been produced after the Innovative Phishing 

Website Detection Using a dataset involving 

machine learning classifiers for the different test 

sizes that are significant (p=0.002) . 

 

3. Results 

 

 The accuracy of the Decision Tree algorithm is 

approximately 97% and Logistic Regression 

algorithm is approximately 92%. The accuracy 

varies for different test sizes in decimals. The 

accuracy varies due to random change in the test 

size of the algorithm from Table 1. 

Group Statistics, mean precision and standard 

deviation for Decision Tree calculations is 96.4950 

and 0.75188. Logistic Regression algorithm is 

92.4470 and 0.20902. In performing statistical 

analysis of 20 examples, the Decision Tree 

calculation got 0.75188 standard deviation with 

0.23776 standard blunder while the Logistic 

Regression calculation acquired 0.20902 standard 

deviation with 0.06610 standard error from Table 

2. The significance value showed that hypothesis 

holds good. 

 

Have done the Independent sample test while 

performing the statistical analysis where  have 

compared the accuracy of the Decision Tree 

algorithm and the Logistic Regression algorithm 

with the significance value less than 

p<0.05.Independent Samples Test, the comparison 

of accuracy for Innovative phishing website 

Detection  using Decision Tree algorithm and 

Logistic Regression algorithm with significance 

rate 0.002 and standard error difference 0.24678. 

When compared with the other algorithms, 

performance of the proposed Decision Tree 

classifier achieved better performance than the 

Logistic Regression classifier from Table 3 . 

 

It is known as the Innovative phishing website 

Detection  architecture. The architecture defines 

the steps which are performed to develop phishing 

websites. It consists of the steps as Data Pre-

processing, Database, Data Extraction, Modeling 

Classifier, Implementation and Predicted Accuracy 

from Fig.1. 

 

Simple Bar Mean of Accuracy by DTA, LRA, the 

bar diagram addressing the examination of mean 

accuracy of Decision Tree calculation is 96.4950% 

and Logistic Regression calculation is 92.4470%. 

Decision Tree algorithm with error rate of 0.23776 

and Logistic Regression algorithm have error rate 

about 0.06610. Independent t-test was used to 

compare the accuracy of two algorithms and a 

statistically significant difference was noticed P < 

0.05. The Decision Tree model obtained 96.4950% 

accuracy from Fig.2. When compared with the 

other algorithms performance of the proposed 

Decision Tree classifier achieved better 

performance than Logistic Regression Algorithm 

 

4. Discussion 

 

Decision Tree Algorithms have better accuracy 

rates than Logistic Regression Algorithms. The 

results are collected by performing multiple 

iterations of the experiment for identifying 

different scales of accuracy rate. Further, 

performed the statistical analysis calculations using 

the SPSS tool with the results which are obtained 

from the experiment. Independent samples t-test is 

performed. In this study of Innovative phishing 

website Detection , the Decision Tree Algorithm 

has higher accuracy approximately 96% in 

comparison to Logistic Regression algorithm 

approximately 92%. Decision Tree algorithm has 

better significance 0.002 while using the 

independent samples t-test. 

 

The mean accuracy and standard deviation for the 

Decision Tree algorithm is 96.4950 and 

0.75188.For Logistic Regression, the algorithm is 

92.4470 and 0.20902. Decision Tree Algorithms 

appear to create the most predictable outcomes 

with negligible standard deviation. In 

paper(Kudarvalli and Fiaidhi, n.d.), they 

implemented a Random Forest which provides 

accuracy of 97%. In paper (Ahmad et al. 2020), 

Random forest and KNN machine learning 

algorithms are carried out to distinguish the fake 

news with an exactness of 97% and 95%. These 

two papers saw that the Random Forest calculation 

proposed has better exactness. But In paper(Lyu 

and Lo 2020), observing that the machine learning 

classifier Random Forest has an accuracy rate of 

97.26% more than Decision Tree. Based on the 

literature survey it is demonstrated that the 

https://paperpile.com/c/Aodo2x/w8MQO
https://paperpile.com/c/Aodo2x/A1NGx
https://paperpile.com/c/Aodo2x/A1NGx
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Decision Tree calculation which is carried out has 

better accuracy contrasted with previous works. 

 

There is a statistically significant distinction in 

precision for two calculations is p<0.05, by 

performing independent sample tests in the SPSS 

factual device. Mean and standard deviation are 

additionally determined utilizing the SPSS factual 

instrument. Standard blunder distinction defines 

the error the Decision Tree algorithm with error 

rate of 0.23776 and Logistic Regression algorithm 

have error rate about 0.06610. There are only slight 

differences while assuming with and without 

variances. 

  

After performing the statistical analysis and 

independent sample test in the IBM SPSS tool the 

significance is p<0.05. The limitations that the 

research attributes that the dataset contains are not 

very many to predict accuracy(%) for Innovative 

phishing site Detection. The more the independent 

and dependent variables the more accuracy will be 

improved. The future work will consider the 

dataset with many attributes. Hence, the classifier 

can work effectively and can further develop the 

forecast precision. Ascribes like profile, source, 

verifications can bring about superior accuracy and 

exact precision values. 

 

5. Conclusion 

 

 The approach of classifying the phishing 

website Detecting manually requires more 

knowledge of the domain. In this research, 

discussed the problem of classifying phishing 

website Detecting articles using machine learning 

models. The accuracy of innovative phishing 

website Detection using Decision Tree algorithm 

has better accuracy in comparison with Logistic 

Regression algorithms. The significance rate is 

0.002 which indicates that  hypothesis holds true. 
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Tables and Figures 

 

Table 1: Accuracy Table DTA and LRA the accuracy of the Decision Tree algorithm is approximately 96% and 

Logistic Regression  algorithm is approximately 92% 

Test Size 0.2 0.21 0.22 0.23 

Decision Tree Algorithm 96.59 97.28 96.9 96.62 

Logistic Regression Algorithm 92.69 92.56 92.43 92.5 

 

Table 2: Group Statistics, that the mean accuracy and standard deviation for Decision Tree  algorithms is 

96.4950 and 0.75188. Logistic Regression  algorithm is 92.4470 and 0.20902 

 DTA,LRA N Mean Std. Deviation Std. Mean Error 

Accuracy DTA 10 96.4950 0.75188 0.23776 

 LRA 10 92.4470 0.20902 0.6610 

 

Table 3: Independent Samples Test, the comparison of accuracy for Innovative phishing website Detection 

classification using Decision Tree algorithm and Logistic Regression  algorithm with significance rate 0.002 

and standard error difference 0.. 

  

Levene’s Test 

for Equality 

of Variances 

(1) 

Levene’s Test 

for Equality 

of Variances 

(2) 

T-test for 

Equality of 

Means 

(3) 

T-test for 

Equality of 

Means 

(4) 

T-test for 

Equality of 

Means 

(5) 

  F Sig. 
Std.Error 

Difference 

95% 

Confidence 

lower 

95% 

Confidence 

upper 

Accuracy 

Equal 

Variances 

assumed 

13.401 0.002 0.24678 3.52953 4.56647 

 
Equal 

Variances 
  0.24678 3.50087 4.59513 
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Fig.1.Machine Learning Classifier Architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Simple Bar Mean of Accuracy by DTA, LRA, the bar chart representing the comparison of mean 

accuracy of the Decision Tree algorithm is 96.4950 and Logistic Regression algorithm is 92.4470. X-Axis: 

Decision Tree algorithm vs Logistic Regression algorithm. Y-Axis: Mean accuracy of detection ± SD. 

 

 

 

 


