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Abstract 

 

Aim: This proposed research is to develop fake news detection in SMS (Short Message Service)service  using 

the LSTM-RNN model and improve the accuracy with neural networks in contrast to random forest model. 

Materials and Methods: The LSTM-RNN model is applied on data, which is a text file containing sequences.a 

collection of words A random forest for predicting the accuracy of fake news that compares two sources. Model 

of randomforest It has been suggested and developed to have LSTM. The size of the sample. The G Power value 

of 0.8 was used to calculate the number of people in each category. The precision was excellent. LSTM-RNN 

(56 percent) was the most effective in spotting bogus news. When compared to randomforest, the least mean 

error is (43%). Results: The accuracy was maximum in detecting the fake news in social media using LSTM 

51% with long short term memory model 40% for the same dataset. Conclusion: The study proves that LSTM 

exhibits better accuracy than random forest in detecting the fake news on SMS(Short Message Service) service. 
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1. Introduction 

 

The use of computer-mediated technology to create 

and share information is made easier with social 

media (Sarkar 2019). The way individuals interact 

and communicate has changed as a result of the 

media. It provides them with low-cost, easy-to-

access information that is distributed quickly. The 

majority of people use social media to find and 

consume news rather than mainstream marketing 

(Rana et al. 2019). These days, traditional news 

institutions are a thing of the past. On the one hand, 

social media has evolved into a tremendous source 

of information.On the one hand, knowledge and 

bringing people together has a negative impact on 

society (Schwab 2017). Take a look at these 

examples.here are a few instances (Rana et al. 

2019).WhatsApp, a prominent messaging app 

owned by Facebook Inc, was used as a political 

battleground in Brazil's election. For campaigning, 

false rumors, edited photographs, de-contextualized 

videos, and audio jokes were used (D’Ulizia et al. 

2021) we use innovative detention methods with 

the help of  machine learning algorithms. These 

types of things went viral on the internet without 

anyone keeping track of where they came from or 

how far they spread (Harvard Business Review et 

al. 2019). After repeated terrorist attacks in 2019, 

Sri Lanka implemented a statewide block on major 

social media and messaging services such as 

Facebook and Instagram(Prabhu et al. 2019) . The 

administration said that there were "false news 

reports" circulating on the internet. This 

demonstrates the difficulties that the world's most 

powerful internet corporations have in combating 

misinformation (United Nations Publications 

2019). Detecting fake news on social media is 

difficult for a number of reasons. To begin with, 

gathering data on fake news is challenging.hence 

innovative detection methods are introduced with 

the help of machine learning algorithms. 

Furthermore, manually labeling bogus news is 

tough. Because they are written with the goal of 

deceiving readers, it is difficult to detect them 

solely based on news content . Facebook, 

Whatsapp, and Twitter, on the other hand, are 

closed messaging apps. As a result, it's difficult to 

label misinformation spread by respectable news 

organizations or friends and family as phony. 

Because they are insufficient to train the 

application dataset, it is difficult to validate the 

trustworthiness of freshly appearing and time-

bound news(United Nations Publications 2019; 

Rana et al. 2019). Significant methods for 

differentiating credible users, extract useful news 

features and develop authentic information 

dissemination systems are some useful domains of 

research and need further investigations.There are 

numerous techniques to dealing with the problem 

of social media disinformation. Statistical 

approaches are used to determine the relationship 

between various aspects of the data while also 

examining the source of the data. studying patterns 

of transmission of information For classification, 

machine learning techniques are 

utilised.untrustworthy content, as well as the 

accounts that share it.Various approaches 

concentrate on the development of 

children.approaches for information authentication, 

as well as specific case studies. To eradicate fake 

news some innovative detention methods are 

introduced from artificial intelligence and machine 

learning algorithms like, Accuracy, Naive Bayes 

Classifiers, Deep Neural Networks.Our team has 

extensive knowledge and research experience  that 

has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

Naïve Bayes Classifier is an innovative detection 

algorithm as it helps in building the fast machine 

learning models that can make quick predictions. It 

is a probabilistic classifier, which means it predicts 

on the basis of the probability of an object. The 

Naive Bayes Classifier  is a part of a deep neural 

network. A deep neural network (DNN) is an 

artificial neural network (ANN) with multiple 

layers between the input and output layers. There 

are different types of neural networks but they 

always consist of the same components: neurons, 

synapses, weights,  

 

2. Materials and Methods 

 

This study was implemented using jupyter 

notebook software ,and hardware configurations 

are  intel i3 core processor, 64GB HDD, 4GB 

RAM, and the software configurations are windows 

OS, python jupyter notebook. The work was 

carried out on 6328 records from the text file from 

online dataset kaggle website. The accuracy in 

predicting the next word was performed by 

evaluating two groups. A total 150 epochs were 

performed on each group to achieve  better 

accuracy. The study uses a dataset downloaded 

from kaggle website . 

 

LSTM 

LSTM networks are well-suited to classifying, 

processing and making predictions based on time 

series data, since there can be lags of unknown 

duration between important events in a time 

series.Import the python libraries required for the 

fake news detection.The pseudocode for LSTM 

are: 

 

Step 1: import libraries 

Step2:  import dataset 

https://paperpile.com/c/FXbibu/1eN5
https://paperpile.com/c/FXbibu/6ZAi
https://paperpile.com/c/FXbibu/WBUi
https://paperpile.com/c/FXbibu/6ZAi
https://paperpile.com/c/FXbibu/6ZAi
https://paperpile.com/c/FXbibu/DCnP
https://paperpile.com/c/FXbibu/DCnP
https://paperpile.com/c/FXbibu/3bLy
https://paperpile.com/c/FXbibu/3bLy
https://paperpile.com/c/FXbibu/Cf3l
https://paperpile.com/c/FXbibu/Xrgt
https://paperpile.com/c/FXbibu/Xrgt
https://paperpile.com/c/FXbibu/Xrgt+6ZAi
https://paperpile.com/c/FXbibu/Xrgt+6ZAi
https://paperpile.com/c/FXbibu/rdKWg+iIiky+fSjyz+zB9Vi+S6zeI+xLWsn+UfKqA+9ZHxU+Xnp8q+MMELu
https://paperpile.com/c/FXbibu/rdKWg+iIiky+fSjyz+zB9Vi+S6zeI+xLWsn+UfKqA+9ZHxU+Xnp8q+MMELu
https://paperpile.com/c/FXbibu/rdKWg+iIiky+fSjyz+zB9Vi+S6zeI+xLWsn+UfKqA+9ZHxU+Xnp8q+MMELu
https://paperpile.com/c/FXbibu/rdKWg+iIiky+fSjyz+zB9Vi+S6zeI+xLWsn+UfKqA+9ZHxU+Xnp8q+MMELu
https://paperpile.com/c/FXbibu/rdKWg+iIiky+fSjyz+zB9Vi+S6zeI+xLWsn+UfKqA+9ZHxU+Xnp8q+MMELu
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Step3: creating the target column 

Step4:  concatenating the title text of the news 

Step5: converting data column to data time format 

Step6: appending two data sets 

Random Forest 

Random forest is a Supervised Machine Learning 

Algorithm that is used widely in Classification and 

Regression problems. It builds decision trees on 

different samples and takes their majority vote for 

classification and average in case of regression. 

Random forest is straightforward. Import the 

python libraries required for the fake news 

detection.The pseudocode for Random forest are 

 

Step 1: import libraries 

Step2:  import dataset 

Step3: creating the target column 

Step4:  concatenating the title text of the news 

Step5: converting data column to data time format 

Step6: appending two data sets 

 

Statistical analysis 

The SPSS statistical software was used in the 

research for statistical analysis. Variables like test 

data are independent whereas predicted data is 

dependent on  test data.  Group statistics and 

independent sample tests were performed on the 

experimental results and the graph was built for 

two graphs with two parameters under the study. 

The analysis of the experiment is represented in bar 

graph (comparison between LSTM and random 

forest algorithm). A table for comparison of loss of 

accuracy is drawn from the spss tool. The above 

analysis paves a path  to conclude the effectiveness 

of the algorithm and final conclusion is drawn. 

 

3. Results 

 

The proposed LSTM technique and the existing 

random forest algorithm were run in a jupyter 

notebook one at a time. The accuracy and loss 

values of LSTM and random forest increase as the 

sample sets are run for a number of iterations. 

Table 1 shows the significant levels for LSTM and 

P=0.01 was used to evaluate random forest models. 

With a 43.50% chance of being correct, both 

LSTM and random forest have a less significant 

level less than 0.05.  

 

4. Discussion 

 

The proposed innovative detection model is 

illustrated in using a Bi-directional LSTM-

recurrent neural network. First, the news articles 

are pre-processed(Hassanien, Elghamrawy, and 

Zelinka 2021). Each news piece is given a binary 

designation, with 1 indicating fake news and 0 

indicating true news(United Nations 2019). 

Punctuation and stop words are removed from the 

input news items before they are converted to UTF-

8 format(Hassanien, Elghamrawy, and Zelinka 

2021).The title and content text of news stories are 

converted into space-separated padded sequences 

of words(Cristianini, Shawe-Taylor, and 

Department of Computer Science Royal Holloway 

John Shawe-Taylor 2000).  

These Sequences are further subdivided into token 

lists.Stanford NLP team  provides Global Vectors 

for Word Representation (GloVe) embeddings 

(Rana et al. 2019). It is a method for producing 

vector representations for words that is based on 

unsupervised learning(Ireton and Posetti 2018). To 

deal with the high dimensional news items, pre-

trained GloVe word embeddings are used. Instead 

of loading random weights, the embedding layer 

will load weights from GloVe. GloVe uses global 

aggregated co-occurrence statistics throughout the 

entire corpus of news articles (Sarkar 2019). 

Significant linear substructures of the word vector 

space are formalised as a result of the 

representations. The transformed vector-

represented data is divided into three categories: 

train, validation, and test(Shu and Liu 2019).The 

training is based on a corpus of news 

articles(Gunjan et al. 2020).  

The model is fine-tuned using the validation data 

set. The test data is also used to determine the 

expected label of a news article using the trained 

model. To detect bogus news, researchers used 

CNN, RNN variations such as Vanilla RNN, 

LSTM-RNN, and Bi-directional LSTM-RNN, and 

Bi-directional LSTM-RNN (Office of the Director 

of National Intelligence Council 2017). Each 

embedding layer corresponding to training data is 

supplied into CNN if CNN is chosen as the model. 

For evaluating CNN performance, several filter 

sizes are utilised (D’Ulizia et al. 2021). 

Although the proposed methodology attained 

satisfactory results,the limitation  in the proposed 

approach is that there needs to be improved  

accurate news detection. In future this can be 

combined with more data text files which can 

produce better results. 

 

5. Conclusion 

 

The results show that the proposed LSTM 

outperforms random forest in terms of accuracy 

and loss for innovative detection of fake news. The 

proposed LSTM proves with better accuracy (56%) 

when compared with random forest for detecting 

fake news in sms services. 
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TABLES AND FIGURES 

 

Table 1: Comparison of accuracy and loss obtained between Randomforest and LSTM 

 Algorithm N mean Std.deviation 
std.Error 

mean 

 LSTM 3 39.6667 14.66648 9.62239 

Accuracy RandomForest 3 31.333 10.0664 5.81187 

 LSTM 3 33.8667 12.00181 6.92925 

Loss RandomForest 3 51.8733 3.39837 1.96205 

 

Table 2:Independent samples test analysis 

 

 

 

Accuracy 

Independent Samples Test 

Levene’s Test for Equality of Variances T-test for Equality of Means 

F Sig t df 
Sig(2-

tailed) 

Mean 

Difference 

Std.Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Equal 

variances 

assumed 

0.267 0.611 4.901 18 0.438 0.7790 0.15894 0.44509 1.11291 

Equal 

variances not 
  4.901 17.201 0.439 0.7790 0.15894 0.44397 1.11403 
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assumed 

 

 

Figure 1: Comparison of mean accuracy 

 
Fig. 1. Comparison of mean accuracy  and  loss of both LSTM and random forest. The standard error appears to 

be less in LSTM  compared to random forest also the standard error appears +/-2 SD. X-axis: LSTM vs random 

forest algorithm. Y-axis : mean accuracy. 

 


