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Abstract 

 

Aim: The purpose of this work is to identify whether the person is affected by Parkinson’s Disease or not and 

give results as a prediction.  

Materials and Methods: The performance analysis for maximum accuracy in prediction of Parkinson’s Disease 

using Logistic Regression over Support Vector Machine (SVM) which identifies and predicts the disease. Each 

group consists of a sample size of 10 and the study parameters include alpha value 0.05, beta value 0.2 and the 

power value 0.8.  

Results: The Logistic Regression of 93.95% is more accurate than the Support Vector Machine of 90.72% in 

prediction of Parkinson's Disease.  

Conclusion: The Logistic Regression (93%) model is significantly better than the Support Vector Machine 

(90%) in predicting Parkinson's disease. It can also be considered as a better option for the prediction of 

Parkinson's disease. 
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1. Introduction 

 

Parkinson's disease (PD) is a neurological 

condition. Millions of individuals worldwide are 

affected by this condition. Parkinson's disease 

primarily affects persons over the age of 50. The 

destruction of brain cells causes Parkinson's 

disease. Sadness, arousals, swallowing, chewing, 

speaking, constipation, skin allergies, and sleep 

problems are all symptoms of this condition (K and 

Gopinath 2019). By examining the relationship 

between one or more existing independent 

variables, the Logistic Regression model forecasts 

a dependent data variable. This could be a very 

useful tool for predicting Parkinson's disease 

(Grover et al. 2018). The application of genetic 

factors underlying Parkinson's disease provides the 

possibility for monitoring susceptibility biomarkers 

that can be designed to recognise at-risk individuals 

and possibly prevent disease onset through 

treatment (Miller and O’Callaghan 2015). The 

appropriate extraction feature is chosen and trained 

using Logistic Regression. The kernel function of 

Logistic Regression is used to transform the 

original input set to a higher-dimensional feature 

space (Marar et al. 2018). 

 

In the last 5 years, there have been 67 articles in 

IEEE xplore and 165 in Google Scholar related to 

this study. Linear regression models on the acoustic 

characteristic from the centre of the vowels classify 

sentences and continuous dialogues. Speech signals 

from various sensors are used. The proposed 

framework indicated that detecting Parkinson's 

disease may be accomplished with 97% accuracy 

(Celik and Omurca 2019). The development of an 

automatic patient classification system based on 

EEG biomedical signals involved in Alzheimer's 

disease (AD) and mild cognitive impairment (MCI) 

to assist doctors in making the correct 

diagnosis.Time frequency transforms were used for 

preprocessing EEG signals and machine learning 

was used for classification. The importance of non-

motor systems over motor systems in Parkinson's 

disease prediction was conducted for olfactory loss, 

sleep behaviour distortion and rapid eye movement 

(T. Kumar, Sharma, and Prakash 2020). The new 

study extends past work by investigating if the 

addition of prescription medicine data improves 

discrimination and whether a Support Vector 

Machine could improve it. Attempting to improve 

the model is the logical next step for Parkinson's 

Disease; a novel predictive model in a population-

based sample was recently pursued (Warden et al. 

2021). To predict Parkinson's disease, various 

machine learning methods are used with minimum 

redundancy and maximum relevance feature 

selection algorithms to select the most important 

feature among all the features from the speech 

articulation difficulty symptoms of Parkinson's 

disease affected people (Tiwari 2016). In my 

opinion, the best study of the four findings is the 

speech signal from various sensors. It discusses the 

acoustic characteristics of a linear regression model 

(Celik and Omurca 2019). 

 

Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; J. A. Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). Some datasets are aimed at theoretical 

research rather than being processed as per their 

real-life application. Therefore, defining the 

boundaries between the prediction of disease is 

very challenging. Most of the existing standard 

extraction feature processes are for short-term 

analysis, so researchers have created their own 

feature set. Research is proposed, assuming all the 

limitations. This research solely focuses on 

enhancing the prediction models to increase the 

accuracy of prediction of Parkinson’s Disease. 

 

2. Materials and Methods  

 

This work is carried out at Machine Learning lab, 

Saveetha School of Engineering, Saveetha Institute 

of Medical and Technical Sciences. The study 

consists of two sample groups, i.e., Logistic 

Regression and Support Vector Machine. Each 

group consists of 10 samples with pre-test power of 

0.18. The sample size was collected from 

(“Prediction of Parkinson’s Disease and Severity of 

the Disease Using Machine Learning and Deep 

Learning Algorithm” n.d.) by keeping the threshold 

at 0.05, GPower at 80%, confidence interval at 

95% and enrolment ratio at 1. The input data sets 

for the proposed work is Parkinson’sDisease.csv 

collected from kaggle.com (“Kaggle: Your 

Machine Learning and Data Science Community” 

n.d.), an open-source data repository for 

Parkinson’s disease. Table 1 represents the preview 

of the dataset. It contains details about the attribute 

and description. The accuracy value is calculated 

with the help of Python Program, an open-source 

programming language. Table 2 represents the 

accuracy values of Logistic Regression and Table 3 

represents the accuracy values of support vector 

machine. The pseudocode for calculating the 

accuracy values of each algorithm is represented in 

Table 6 and Table 7. 

The dataset contains 23 columns and 195 rows. The 

dataset was split into training and testing parts 

accordingly using a test size of 0.2. The 

abbrevation and feature description of the dataset is 

https://paperpile.com/c/f8Ht6S/6ulj
https://paperpile.com/c/f8Ht6S/6ulj
https://paperpile.com/c/f8Ht6S/r7Nk
https://paperpile.com/c/f8Ht6S/uQFl
https://paperpile.com/c/f8Ht6S/2M5y
https://paperpile.com/c/f8Ht6S/UJf2
https://paperpile.com/c/f8Ht6S/bbJq
https://paperpile.com/c/f8Ht6S/tNcr
https://paperpile.com/c/f8Ht6S/tNcr
https://paperpile.com/c/f8Ht6S/XomO
https://paperpile.com/c/f8Ht6S/UJf2
https://paperpile.com/c/f8Ht6S/eL2uy+qXQL5+3N3Yh+SX7aq+8HFSt+1tBLe+dJdHb+TC4PS+Bhpl5+6GdYR+hhkRk
https://paperpile.com/c/f8Ht6S/eL2uy+qXQL5+3N3Yh+SX7aq+8HFSt+1tBLe+dJdHb+TC4PS+Bhpl5+6GdYR+hhkRk
https://paperpile.com/c/f8Ht6S/eL2uy+qXQL5+3N3Yh+SX7aq+8HFSt+1tBLe+dJdHb+TC4PS+Bhpl5+6GdYR+hhkRk
https://paperpile.com/c/f8Ht6S/eL2uy+qXQL5+3N3Yh+SX7aq+8HFSt+1tBLe+dJdHb+TC4PS+Bhpl5+6GdYR+hhkRk
https://paperpile.com/c/f8Ht6S/eL2uy+qXQL5+3N3Yh+SX7aq+8HFSt+1tBLe+dJdHb+TC4PS+Bhpl5+6GdYR+hhkRk
https://paperpile.com/c/f8Ht6S/eL2uy+qXQL5+3N3Yh+SX7aq+8HFSt+1tBLe+dJdHb+TC4PS+Bhpl5+6GdYR+hhkRk
https://paperpile.com/c/f8Ht6S/xrdB
https://paperpile.com/c/f8Ht6S/xrdB
https://paperpile.com/c/f8Ht6S/xrdB
https://paperpile.com/c/f8Ht6S/FZDcr
https://paperpile.com/c/f8Ht6S/FZDcr
https://paperpile.com/c/f8Ht6S/FZDcr
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follows, MDVP (Multi-Dimensional Voice 

Program):F0 (Hz)-Average vocal fundamental 

frequency, MDVP:Fhi (Hz)-Maximum vocal 

fundamental frequency, MDVP:Flo (Hz)-Minimum 

vocal fundamental frequency, MDVP:Jitter(%)-

MDVP jitter in percentage, MDVP:Jitter(Abs)-

MDVP absolute jitter in ms, MDVP:RAP-MDVP 

relative amplitude perturbation, MDVP:PPQ-

MDVP five-point period perturbation quotient, 

Jitter:DDP-Average absolute difference of 

differences between jitter cycles, MDVP:Shimmer-

MDVP local shimmer, MDVP:Shimmer(dB)-

MDVP local shimmer in dB, Shimmer:APQ3-

Three-point amplitude perturbation quotient, 

Shimmer:APQ5-Five-point amplitude perturbation 

quotient, MDVP:APQ11-MDVP 11-point 

amplitude perturbation quotient, Shimmer:DDA-

Average absolute differences between the 

amplitudes of consecutive periods, NHR- Noise-to-

harmonics ratio, HNR-Harmonics-to-noise ratio, 

RPDE-Recurrence period density entropy measure, 

D2-Correlation dimension, Spread1-Two nonlinear 

measures of fundamental, Spread2-Frequency 

variation, PPE-Pitch period entropy. In the Status 

column, it represents the health status of the subject 

(one)-Parkinson's, (zero)-healthy. The independent 

variables in this study are MDVP: Fo (Hz), MDVP: 

Fhi (Hz), MDVP: Flo (Hz), MDVP: Jitter (%), 

MDVP: RAP, MDVP: PPQ, Jitter: DDP, MDVP: 

Shimmer, MDVP: Shimmer (dB), Shimmer: 

APQ3, Shimmer: APQ5, MDVP: APQ, Shimmer: 

DDA, PDE, D2, NHR, HNR, DFA, Spread 1, 

Spread 2, PPE, DDA. The dependent variables are 

accuracy and precision. 

The proposed work is designed and implemented 

with the help of Python3 software. The platform for 

execution of deep learning was the Windows 10 

OS. The hardware configuration was an Intel core 

i5 processor with a RAM size of 8GB. The system 

sort used was 64-bit. For the implementation of the 

code, the Python language was used. As for code 

execution, the dataset is worked behind to perform 

an output process for accuracy. For training of the 

Logistic Regression, the test set size is about 20% 

of the total dataset and the remaining 80% is used 

for the training set. The whole dataset is fitted for 

training the Logistic Regression and Support 

Vector Machine models. 

 

Statistical Analysis 

An independent sample t-test was conducted for 

accuracy. Standard deviation and standard mean 

errors were also calculated using the SPSS software 

tool. The significance values of proposed and 

existing algorithms are shown in Table 4. Table 5 

contains group statistical values of proposed and 

existing algorithms. The independent variable is 

status and the dependent variables are MDVP: Fo 

(Hz), MDVP: Fhi (Hz), MDVP: Flo (Hz), MDVP: 

Jitter (%), MDVP: Jitter (Abs), MDVP: RAP, 

MDVP: PPQ, Jitter: DDP, MDVP: Shimmer, 

MDVP: Shimmer (dB), Shimmer: APQ3, 

Shimmer: APQ5, MDVP: APQ, Shimmer: DDA, 

PDE, D2, NHR, HNR, DFA, Spread1, spread2, 

PPE from the dataset.   

 

3. Results 

 

The proposed Logistic Regression algorithm and 

Support Vector Machine were run at different times 

in Anaconda Navigator with a sample size of 10. 

These 10 data samples are used for each algorithm 

along with their loss values to calculate statistical 

values that can be used for comparison. From the 

results, it is observed that the mean accuracy of the 

Logistic Regression algorithm was 93% and 

Support Vector Machine was 90%. Table 4 

represents mean accuracy values for Logistic 

Regression and SVM. The mean value of Logistic 

Regression is better when compared with the SVM, 

with a standard deviation of 2.11149 and 3.09222 

respectively. The  graphical comparison of Logistic 

Regression and SVM in terms of mean accuracy 

and loss is shown in Fig1. The mean, standard 

deviation and standard error mean for Logistic 

Regression are 93.9550, 2.11 and 0.66 respectively. 

Similarly, for SVM, the mean, standard deviation, 

and standard error mean are 90.7210, 3.09, and 

0.97 respectively. On the other hand, the loss 

values of Logistic Regression for mean, standard 

deviation and standard error mean are 6.0450, 2.11 

and 0.66 respectively. The loss values of SVM for 

mean, standard deviation, and standard error mean 

are 9.2790, 3.09 and 0.97, respectively. The group 

statistics values along with mean, standard 

deviation, and standard error mean for the two 

algorithms are also specified. The graphical 

representation of the comparative analysis, the 

means of loss between the two algorithms of 

Logistic Regression and SVM are classified. This 

indicates that Logistic Regression is significantly 

better with 93% accuracy when compared with 

SVM classified accuracy of 90%. 

 

4. Discussion 

 

From the results of this study, Logistic Regression 

was proved to have better accuracy than the SVM 

model. Logistic Regression has an accuracy of 

93%, whereas SVM has an accuracy of 90%. In 

Table 4, the group statistical analysis on the two 

groups shows that Logistic Regression (group 1) 

has more mean accuracy than Support Vector 

Machine (SVM) (group 2) and the standard error 

mean including standard deviation mean is slightly 

less than Support Vector Machine. 

Similar findings of this research by Amin Ul Haq, 

fusion of four multi-task learning-based algorithms 
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was used and the model has shown an accuracy of 

91% for Logistic Regression and SVM is 90% 

(Haq et al. 2018). The Oxford Parkinson's Disease 

Detection Dataset was used to detect and diagnose 

Parkinson's disease. This study concluded that 

Parkinson's disease can be diagnosed as well as 

detected, with sensitivity of 83.3%, specificity of 

63.6%, and accuracy of 80% (Saxena and Ahuja 

2020). Parkinson's dataset, which included 

biomedical voice measurements from 31 people, 21 

of whom had Parkinson's disease, was obtained 

from the UCI machine learning repository. Each 

patient has six samples of his or her medical 

records. Each of the dataset's 22 attributes 

corresponds to a different voice feature. A total of 

195 samples are collected for the dataset. 

According to the findings of this study, the 

accuracy value for Logistic Regression is 85% and 

for SVM it is 91% (Anand et al. 2018). The 

experimentation methodology was used to train the 

classifier. Higher accuracies were achieved for both 

emotion classification 73% and the Parkinson's 

Disease vs control task 83% (Zhao et al. 2014). 

American and German datasets are used to extract 

features for the cross-country. The accuracy result 

acquired from the American dataset is 84% and the 

German dataset is 76% (Hazan et al. 2012). 

The limitation in this model is that the accuracy of 

SVM may get affected due to the inconsistent data 

and difficulty in getting the right datasets for 

analysis. Most of the data is simulated from nature, 

which is far from reality. The availability of more 

cross-language speech related datasets of emotion, 

effective data preprocessing techniques and the 

combination of SVM with other machine learning 

algorithms such as Decision Tree and Random 

Forest may give better accurate results in the 

future. 

 

5. Conclusion 

 

Based on the experimental results, the Logistic 

Regression (93%) has been proved to predict 

Parkinson's disease more significantly than the 

Support Vector Machine (90%). The quality of 

datasets formed with parkinson’s disease value and 

accuracy is improved. 
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TABLES AND FIGURES 

 

Table 1. Parkinson’s Disease dataset collected from Kaggle Inc. 

ATTRIBUTE DESCRIPTION 

MDVP:Fo (Hz) Average vocal fundamental frequency 

MDVP:Fhi (Hz) Maximum vocal fundamental frequency 

MDVP:Flo (Hz) Minimum vocal fundamental frequency 

MDVP:Jitter(%), MDVP:Jitter(Abs), MDVP:RAP, 

MDVP:PPQ, Jitter:DDP 

several measures of variation in fundamental 

frequency 

MDVP:Shimmer, MDVP:Shimmer(dB), 

Shimmer:APQ3, Shimmer:APQ5, MDVP:APQ, 

Shimmer:DDA 

 

Several measures of variation in amplitude 

PDE, D2 Two nonlinear dynamical complexity measures 

NHR, HNR Two measures of ratio of noise to tonal components in 

the voice 

DFA Signal fractal scaling exponent 

Spread1, Spread2, PPE Three nonlinear measures of fundamental frequency 

variation 

Status Health status of the subject (one) - Parkinson's, (zero) - 

healthy. 
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Table 2. Accuracy and Loss Analysis of Logistic Regression 

TEST SIZE ACCURACY LOSS 

1 91.22 8.78 

2 92.72 7.28 

3 92.45 7.55 

4 92.15 7.85 

5 91.83 8.17 

6 95.74 4.26 

7 95.55 4.45 

8 95.34 4.66 

9 95.12 4.88 

10 97.43 2.57 

 

Table 3. Accuracy and Loss Analysis of Support Vector Machine 

TEST SIZE ACCURACY LOSS 

1 85.96 14.04 

2 89.09 10.91 

3 88.67 11.33 

4 88.23 11.77 

5 87.75 12.25 

6 93.61 6.39 

7 93.33 6.67 

8 93.02 6.98 

9 92.68 7.32 

10 94.87 5.13 

 

Table 4. Group Statistic analysis, representing Logistic Regression (mean accuracy 93.95%, standard deviation 

.11149) and Support Vector Machine (mean accuracy 90.72%, standard deviation .09222) 

GROUP N MEAN STD. 

DEVIATION 

STD. ERROR 

MEAN 

Accuracy       Logistic Regression 

                  

                      Support Vector Machine 

10 

 

10 

 93.9550 

 

 90.7210 

.11149 

 

 .09222 

.66771 

 

.97785 
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Error             Logistic Regression 

 

                     Support Vector Machine 

10 

 

10 

 6.0450 

 

9.2790 

2.11149 

 

3.09222 

.66771 

 

.97785 

 

Table 5. Independent Sample Tests results with confidence interval as 95% and level of significance as 0.05 

(Logistic Regression appears to perform significantly better than Support Vector Machine with the value of 

p=0.32). 

 Levene’s 

Test for 

Equality of 

Variances 

 

t-test for Equality of Means 

F Sig t df Sig.(2-

tailed) 

Mean 

Difference 

Std.Error 

Difference 

Lower Upper 

 

Accuracy 

 Equal 

variances 

assumed 

 

5.416 

 

.032 

 

2.731 

 

18 

 

.014 

 

3.23400 

 

1.18407 

 

.74636 

 

5.72164 

  Equal 

variances 

not 

assumed 

   

2.731 

 

15.894 

 

 

.015 

 

3.23400 

 

1.18407 

 

.72253 

 

5.74547 

 

Error 

 Equal 

variances 

assumed 

 

5.416 

 

.032 

 

-

2.731 

 

18 

 

.014 

 

-3.23400 

 

1.18407 

 

-

5.72164 

 

-.74636 

  Equal 

variances 

not 

assumed 

   

-

2.731 

 

15.894 

 

.015 

 

-3.23400 

 

1.18407 

 

-

5.74547 

 

-.72253 

 

Table 6. Pseudocode for Logistic Regression 

// I : Input dataset records 

1. Import the required packages.  

2. Convert the Datasets into numerical values after the extraction feature.  

3. Assign the data to X_train, y_train, X_test and y_test variables.  

4. Using train_test_split() function, pass the training and testing variables.  

5. Give test_size and the random_state as parameters for splitting the data using the Linear training model.  

6. Importing the LogisticRegressionClassifier from sklearn library. 

7. Using LogisticRegressionClassifier, predict the output of the testing data. 

8. Calculate the accuracy of the model. 

OUTPUT  
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//Accuracy 

 

Table 7. Pseudocode for Support Vector Machine 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the Datasets into numerical values after the extraction feature. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables. 

5. Give test_size and the random_state as parameters for splitting the data using the SVM training. 

6. Importing the SVClassifier from sklearn library. 

7. Using SVClassifier, predict the output of the testing data. 

8. Calculate the accuracy of the model. 

OUTPUT 

//Accuracy 

 

 
Fig1. Comparison of Logistic Regression and Support Vector Machine in terms of accuracy. The mean accuracy 

of Logistic Regression is greater than Support Vector Machine and the standard deviation is also slightly higher 

than Support Vector Machine. X-axis: Logistic Regression vs Support Vector Machine. Y-axis: Mean accuracy 

and Error of prediction + 1 SD. 

 

 


