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1. Introduction 

Divergence measures have important role in the information theory and statistics. Basically divergence 

measure is the distance between two probability distributions. Jain et al. (2012 and 2013) presented new-f-

divergence measure and its properties which is given as takes after. 

Definition1.1 [8]: Let ( ): 0.5,f R+ →   is a convex function and also let  1 2 3, , ........ nU u u u u=  and 

 1 2 3, , ,............ nV v v v v=  be such that 
1

1
n

i

i

u
=

=  and 
1

1
n

i

i

v
=

= then the divergence measure known as new-

f-divergence measure. 

( )
1

,
2

n
i i

f i

i i

U V
S U V V f

V=

 +
=  

 
  

 

The requirements of the function f  is. 

 
 

By the use of new f-divergence we can derive other well-known divergence measure which is discussed  in 

[6]. 

 

Definition 1.2 [2]: let 
0T be a time scale and 0T   at that point   

( )  0: inf :q T q  =    and  ( )  0: sup :q T q  =    

 

Definition 1.3 [2]:   Consider the set 
0T as follows:  

( )0 0 0
0sup

0 0

\ sup , sup
0

sup

i
if T

T T T

T if T
T




=


= 


 

Where 
0 = time scale,  

0:X R →  is a function,  

 

Definition 1.4 [2]: consider a function 0:X T R⎯⎯→  and 0i

T   then defined ( )X 
 to the number with 

0,   there is a neighbour N of  such that 

 

( )( ) ( ) ( )( ) ( )x x q q q N       − −  −    

 

For 
0T R= (set of real number) then x becomes ordinary derivatives, and if 

0T Z= (set of integer) then x

turns into the forward difference operator ( ) ( ) ( )1x x x   = + = , if    0 : 0x nT p p n z= =    is 

called q difference operator with 1p  then  

 

 
 

Theorem 1.1 [2]: if 
0

0 ,X T  then rd-continuous function has an rd- triderivative. The function J defined by  

( ) ( )
0

X

X

J j =    for 
0

0

k

X T  is an anti-derivative of j. 

Case-1: for the condition  
0T R=  (set of real number), then  

( ) ( )
0

0 Limf f 
+

⎯⎯→=  ;       ( )0 0 0f = ;       
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( ) ( )
f f

e e

j d j =     

Case-2: for the condition 0T N=  (set of natural number), then 

                 ( ) ( )
1f f

ee

j d j
−

=

 =   , where 
0,e f T  with the condition  e f . 

Theorem 1.2 [2]: let I R  and  ( )0

0 , ,rd T
v C e f R  is a positive function with ( ) 0,

f

e

v    where 

0,e f T  .if  ( ),J C I R  is convex and  ( )0

0 , ,rd T
g C e f I= , then 

( ) ( )

( )

( ) ( )( )

( )

f f

e e

f f

e e

v g v J g

j

v v

 
      

  
 

     
 

 

 

                 (1.1) 

Where J is the strictly convex function. 

 

2. New f-divergence on the time scale 

Let on the time scale 
0T  the following set is rd-continuous  

 

 

Within the continuation, we expect that ( ),r r Q   and exist the taking after integrand ( )0

f

e

R r=        

and ( )0

f

e

S s=    

 

i. New f- divergence measure 

Here we can define the New f-divergence with the time scale which is characterized as follows:  

(2.1) 

 When f is convex function on R+
. 

 

Theorem 2.1: Let us consider I R  , the convex function ( )0 ,f C I R  then 

                                                      (2.2) 

Where ( ),fS u v  is given by the equation (2.2). 

 

Example 2.1 for the condition   
0T R= , theorem (2.1) becomes. 

 

Example 2.2 Take 0 0 0, 0T h Z h=   using theorem (2.1), we can obtain a lower bound of the new f-

divergence with 0h -discrete calculus  
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( )

( ) ( )

( )

( )
( ) ( )

( )

0 0

0 0

0 00 0

0
0 00 0

0 0

1 1

0 0 0 0

0 01 1 0 0 0 0

0 00 0 0 0

0 0 0 01
0

0 0 0

2
2

f f

h h

f f

e eh hl l
h h

f
e ehl l

h h

el
h

u l h h v l h h
u l h h v l h h

v l h h f v l h h f
v l h h

v l h h

− −

− −
= =

−
= =

=

 
 +
   +
   

  
  

 
 

 

 



 

 

Remark 2.1 Now take 0 1h = in the previous example and also put  0,e f n= =  , ( ) jv i v=  and ( ) ju i u=  

to get f-divergence measure.     

 

(2.3) 

 

Example 2.3   Take ( )
00 1NT p p=   in the theorem (2.1) have a new lower bounds of the divergence  

( )
( ) ( )

( )
( )

( ) ( )
( )

0 0 0 0

0 0

0 00 0 0 0

0
0 00 0

0

1 1
1 1

1 1
0 01 1

1
11 0

0

2
2

n n
l l l l

l l
n n

l ll l l l

n l
l ll l

l

p u p p v p
u p v p

p r p f p r p f
v p

p v p

− −
+ +

− −
= =+ +

−
+= =

=

 
+   +

   
  
  

 

 
 


 (2.4) 

 

ii. Continuous entropy for new f-divergence measure  

Let r is a positive density function which is defined 
0T  and continuous arbitrary   then we get  

( ) 1

f

e

v  =  whenever the integrals exists by Ansari [3] 

( ) ( )
( )

0 1
: log

f

b

e

h v
v

 =  
                     (2.5) 

Where  1f   becomes is the base log. The base of  log 1 . 

 

Theorem 2.2: Let   0

0( , , , )rd T
u v C e f R  be  - integrable and u is a positive PF (“probability function”) 

with  

 

( ) ( )
( )

( ) ( )0

0

1
log log

f

f

e

h v u
u

     +
                (2.6) 

Where ( )0

f
h   is defined in the equation (6) and 

0,e f T  

 

Remark 2.2: when the base of log less than 1 then the inequality (2.6) holds in the opposite direction for. 

Example 2.4: take 0 0 0, 0T h z h=   in the theorem (2.2) to get an upper bound for entropy in 0h -discrete 

calculus. 

( )0 0 0

f

e

U u=    if ( )0 ,f C I R  and  1f  ,  
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( )
( ) ( )

( )
( )

( ) ( )
( )

( )
0 0 0

0 0 00 0 0

1 1 10 0 0 0 0 0 0 0

0 0 0 00 0 0 0 0 0

0 0 00 0 0 0

0 0

log log
2 2

f f f

h h h

e e el l l
h h h

u l h h v l h h u l h h v l h h
v l h h v l h h u l h h

v l h h v l h h

− − −

= = =

    + +
     +
    

     

    

                                                                                                                                              (2.7) 

Example 2.5: take ( )00 1
N

T p p=   in the theorem (2.2) then we have  

( )
( ) ( )

( )
( )

( ) ( )

( )
( )( )0 0 0 0

0 0

1 1
1 1 10 0 0 0

0 0

0 00 0

log log log
2 2

n n
l l l l

l l

u l v l u l v l
p v l p v l p u p

v l v l

− −
+ + +

= =

   + +
 +      

   
   

                                                                                                                                                (2.8) 

Remark 2.3: above equation contains Shannon entropy. 

 

iii. The symmetric chi-square divergence measure 

If ( )
( )

( )

2
1

1
22 1

j j
f j j

j

−
=  

−
, then the divergence measure is given by 

 

                               ( )
( )( )

( )2

2

1

1 1
, ,

8 8

v
i i i i

f

i i i

u v u v
S U V U V

u v 
=

 + −
= =  

  
  

 

The 2 − divergence measure is defined on the time scale as follows 

                         (2.9) 

 

Theorem 2.3: Using the theorem (2.1) then  

                                                                  (2.10) 

Where ( )2 ,U V


  is defined in the equation (2.8) 

 

Proof:  now suppose ( ) 2 1f  = − , 

 
 

Simplify the above equation, then we get  

 
This is the required result  

 

Example 2.6: if 
0T R=  (set of real number), then the equation (2.9) is  

 
 

Example 2.7: Putting 0 0 0, 0T h Z h=  in theorem (2.3) then  
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                                                                                                                                                         (2.11) 

Remark 2.4: now take 0 1h = in the above equation, let ( )0, , je f n v i v= = =  and ( ) ju i u= to get 2 −

divergence  

 

Where ( )
( )( )

2

1

,
n

j j j j

j j j

u v u v
U V

u v


=

 + −
=  

  
            (2.12) 

Remark 2.5: now take ( )00 1
N

T p p=   for 2 − divergence  

(2.13) 

                                                                                                                                                                 

iv. Jensen-Shannon divergence measure  

( ) ( )log ,f j j= −  this is known as Jensen-Shannon divergence measure  

( ) ( )
1

2
, log ,

n
i

f i

i i i

v
S U V v F U V

u v=

 
= = 

+ 
  

Jensen-Shannon divergence on time scale is characterized as. 

( ) ( )
( )

( ) ( )

2
, log

f

e

u
F U V v

u v

 
=     +  
                    (2.14) 

Theorem 2.4: apply the conditions in theorem (2.1),  

                                                         (2.15) 

Where ( ),F U V  defined as follows in this equation  

Proof:  let ( ) ( )logf  =   in the equation (2.2) now get  

 
and  

 
This is the required result  

 

Example 2.8: for 
0T R=  (set of real number) then the equation (2.14) becomes 
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Example 2.9:  take 0 0 0, 0T h Z h=   in theorem (2.4) to   get a lower bounds in 0h − discrete calculus. 

( )

( )

( ) ( )

( )
( )

( ) ( )

0

0 0

0 0

0 0
0 00 0

0 00 0

1

0 0

01 1 0 0

00 0 0 0

0 0 0 0 0 01 1
0 0

0 0 0 0

0 0

2
2

ln ln

f

h

f f

eh hl
h

f f
e eh hl l

h h

e el l
h h

u l h h
u l h h

v l h h v l h h
u l h h v l h h

u l h h v l h h

−

− −
=

− −
= =

= =

 
 
   
   

   +
  +

 
 



 

 

 

                                                                                                                                                              (2.16) 

Remark 2.6: now take 0 1h = in the above equation, let ( )0, , je f n v i v= = =  and ( ) ju i u= to get Jensen-

Shannon divergence. 

 
Where 

(2.17) 

Remark 2.7: For the lower bound of quantum calculus, putting  ( )00 1
N

T p p=   in the theorem (2.4) to get  

 
 

v. Hellinger discrimination  

If  ( ) ( )1f j j= −  , this is known as Hellinger discrimination  

( ), ,
2

f

U V
S U V h U

+ 
=  

 
 

Hellinger discrimination on time scale 

(2.18) 

 

Theorem2.5: apply the conditions of theorem (2.1) to obtain 

(2.19) 

where  ( )2 ,H u v  is defined as above. 

Proof: let ( ) ( )
21

1
2

f  = −  in the equation (2.2) to get 
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(2.20) 

After simplification we obtain 

 
This is the required result. 

 

Example 2.10: for 
0T R=  (set of real number) the equation (2.19) becomes. 

( ) ( ) ( )( ) ( ) ( ) ( )( )
2

1 1
2 2

21 1
2 2

2 2

f f f

e e e

v d v u d v v u d

    
   −  +     −  +             

    

 

Example 2.11: take 0 0 0, 0T h Z h=   in (2.4)  

 
                                                                                                                                                             (2.21) 

Remark 2.9: now take 0 1h = in the above equation, let ( )0, , je f n v i v= = =  and ( ) ju i u= to get Hellinger 

- discriminate. 

( )

2
1 1

2 2

2

1 1 1

1
2 ,

2

n n n

j j j

j j j

v u v H U V
= = =

    
 − +    
     

                        (2.22) 

Remark 2.10: For the lower bound of Hellinger discrimination, putting ( )00 1
N

T p p=   and using theorem 

(2.5) to get a lower bound of. 

( ) ( ) ( ) ( ) ( ) ( )( )0 0 0 0 0 0 0 0 0 0

0 0 0 0

2
1 1

2 2 21 1 1 1
1 1 1 1

0 0 0 0

1 1
2 2

2 2

n n n n
l l l l l l l l l l

l l l l

p v p p u p p v p p v p u p v p
− − − −

+ + + +

= = = =

    
 − +  − +   
     

     

                                                                                                                                                            (2.23) 

vi. Variational distance  

( ) 1,f j j= −   for  0j   this is known as Variational distance  

 
and 

(2.24) 

Theorem 2.6: apply the conditions of theorem (2.1) to get  

 

where ( ),V u v  is defined above 

Proof :  let ( ) 1f  = −  in the equation (2.2) to get  

( )
( )

( )
1 1

1 1
2 2

f

e

uu
v v

v v

  
−   −        

  
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and 

 
This is the required result 

 

Example 2.12: for 
0T R=  (set of real number) takes the form 

( ) ( ) ( ) ( )
1

2

f f f

e e e

u d v d u v −     −      

Example 2.13: For the lower bound of variational distance, 0 0 0, 0T h Z h=   in theorem (2.5)  

(2.25) 

Remark 2.11: now take 0 1h = in the above equation, let ( )0, , je f n v i v= = =  and ( ) ju i u= to get 

Variational distance. 

 

Remark 2.12: now take ( )00 1
N

T p p=   in the theorem (2.6) to get a lower bound for Variational-distance. 

( ) ( ) ( ) ( )0 0 0 0 0 0 0

0 0 0

1 1 1
1 1 1

0 0 0

1

2

n n n
l l l l l l l

l l l

p u p p u p p u p v p
− − −

+ + +

= = =

 
−  − 

 
 
                            (2.26) 

 

vii. Triangular discrimination : 

if  ( )
( )

2
1j

f j
j

−
=  for 0j   , triangular discrimination known as follows 

( )
( )

( )
2

1 1

1 1
, ,

2 2

n
i i

f

i i

u v
S U V U V

u v=

−
= = 

+
  

Triangular discrimination on the scale is characterized as  

(2.27) 

Theorem 2.7:  

Apply the conditions for obtain 
 
 

( )
2

1
,

2

U V
u v

U V

−
 

+
, using theorem (2.5), where ( ),u v  defined as above. 

Proof: ( )
( )

2
1

f
−

 =


 in the equation (2.2) to get  

 
Or 
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( )

( )

( ) ( )

( ) ( )

22 f

e

u vU V

U V u v

 −  −   
+  −                       (2.28) 

 

Example 2.14: for 
0T R=  (set of real number) takes the form 

( ) ( )

( ) ( )

( ) ( )

( ) ( )

2

2

f f

f

e e

f f

e

e e

u d v d
u v

d
u v

u d v d

 
 −   

 −      
 + 

 +  

 


 

 

 

Example 2.15: For the lower bound of Triangular discrimination, 0 0 0, 0T h Z h=   in theorem (2.5)  

(2.29) 

 

Remark 2.13: now take 0 1h = in the above equation  let ( )00, , je f n v l v= = =  and ( )0 ju l u= to get 

Triangular discrimination. 

 
Where                  

 
 

Remark 2.14: now take ( )00 1
N

T p p=   in the theorem (2.6) to get a lower bound for Tringular 

discrimination. 

( ) ( )

( ) ( )

( ) ( )
( ) ( )

0 0 0 0

0 0

0 0 0

0 0
0 0 0 0 0

0 0

2
1 1

1 1 2

1
0 0 1

1 1
1 1 0

0 0

n n
l l l l

l l
n

l l l

n n l l
l l l l l

l l

p u p p v p
u p v p

p
u p v p

p u p p v p

− −
+ +

−
= = +

− −
+ + =

= =

 
−   −

   
+

+

 


 
         (2.30) 

 

3. Conclusion 

Established new f-divergence on the time scale and also discussed the particular cases. The particular cases 

may be useful in the literature of information theory, inequalities and special function. The integral 

inequalities and discrete inequalities can be used the attractive results of information theory.  
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