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Abstract 

The influence of air pollution on human health is measured by the Air Quality Index (AQI). The AQI is 

a standardized scale that offers a monetary value to represent the degree of air quality in a specific 

location. The concentration of five main air pollutants—ground-level ozone, particle pollution, carbon 

monoxide, sulphur dioxide, and nitrogen dioxide—is used to compute the AQI. Prediction of the air 

quality index (AQI) can offer useful information that can assist people safeguard their health, schedule 

outside activities, and take actions to enhance air quality, simplifying and improving their lives. The aim 

of our research work is provide a comparative analysis of different artificial intelligence (AI) in 

prediction of air quality index (AQI). The AI model involved in our study are LSTM, BiLSTM, 

BiLSTMConv1D, and GRU. This research will help humans as well other livelihood, as significant 

number of livelihood experience illnesses brought on by air pollution each year, but only a small 

percentage of those endure fatalities. Overall based on our research proposal, we can conclude GRU out 

performs all other model and achieved the minimum values for Mean Squared Error (MSE)= 0.0006, 

Mean Absolute Error (MAE) = 0.01116 and Root Mean Squared Error(RMSE) = 0.0246.  

Keywords: Air pollution, Human Health, Comparative Analysis, Air Quality Index (AQI), Artificial 

Intelligence (AI), LSTM, BiLSTMConv1D, GRU 

1. Introduction 

One of the main issues facing civilization today is air pollution. A significant number of people 

experience illnesses brought on by air pollution each year, but only a small percentage of those endure 

fatalities. According to data provided by WHO, nearly all people on earth live in excess of the safe 

WHO guideline limit. Due to the use of unclean fuels like stove fire, coal burning, biomass, etc., about 

2.4 billion people are exposed to extremely high amounts of household air pollution. An estimated 6.7 

million premature deaths per year are attributed to air pollution, with 3.2 million of those deaths being 

attributed to domestic air pollution. Children under the age of five account for a startling 237,000 of all 
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premature fatalities caused by household air pollution. Premature fatalities are brought on by a number 

of illnesses that are brought on by air pollution. Here are the ailments that are most prevalent: 

a) Ischemic heart disease 

b) Stroke 

c) Lower respiratory infection 

d) Chronic obstructive pulmonary disease 

e) Lung cancer 

In addition, air pollution is a key sign of the severe climate change brought on by global warming. High 

temperatures, harsh winters, heat waves, and rising water levels are some examples relative concerns 

along the same line. 

World organizations must develop strong policies, action plans, and regulations to combat the 

exponential growth of air pollution (and eventually address global warming). To do this, these 

organizations require a reliable method that will enable them to take necessary action and predict the air 

quality accurately or nearly accurately [1]. 

ARIMA and ARMA (Expensive in terms of computation. Weaker long-term forecast success. Seasonal 

time series cannot be used. It's harder to describe than exponential smoothing.) 

GWR (problems of multi-collinearity and the approaches to calculating goodness of fit statistics.)   

MLR (non-linear nature of the data) 

Apart from these Statistical models we also got some CTM (chemical transport model) 

Community Multiscale Air Quality (CMAQ) model 

Weather Research and Forecasting model coupled to Chemistry (WRFChem) 

Nested Air Quality Prediction Modeling System (NAQPMS) 

The CTM suffer from uncertainties, inaccurate data, in-consideration of less known meteorological 

elements, connection between different scales over different regions is difficult to simulate. 

To solve this problem most of researchers turn towards deep learning [2] [3] [4]. The idea of "Deep 

Learning" has been a hot subject for debate and study in the artificial intelligence community since 

2012. It is found that deep learning is able to solve various problems in the domain of prediction and 

forecasting which were earlier limited by the amount of data and the nature of complexity it can handle. 

But with the advancement of technologies and invention of powerful and small CPUs and GPUs along 

with easy access to cheap storage and computation power (thanks to cloud), deep learning is able to 

complete multiple projects which were earlier limited by both economic and computational constraint. 

In this study, to solve the problem in hand we will work with five models namely LSTM, BiLSTM, 

BiLSTMConv1D, GRU and SVR then find the best among them. Finally, the dataset we would be 

working with is Beijing Multi-Site Air-Quality Data Set.  

2. Related Work 

Since 2012 researchers have been extensively using the power of deep learning to solve multiple 

problems in  
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the world that was earlier restrained by the capability of the concerned system. It has found its 

application in  

many domains throughout the world such as medical sector for example In this[5] Review writing 

author discusses how patient heterogeneity makes it difficult to diagnose neurodegenerative diseases 

and produce diagnostic tools, and how machine learning can fix such problems and offer new therapies. 

Another example could be this study[3] which uses data from Lung Image Database Consortium (LIDC) 

database and three models namely Deep Belief Networks, CNN and Stacked Denoising Autoencoder. 

Further the results are compared with existing computer aided diagnosis (CADx) system. Then again the 

field of medical science isn’t restricted to diagnosis only we also have the pharmaceutical sector and 

machine learning has quite a contribution here as well for instance in[16]; the author discusses various 

applications of ML a data driven approach in the sector of drug discovery and its development in 

various stages, it also discusses what are the various challenges. In another study[17] the author 

suggests a system based on block chain along and machine learning to manage the drug supply chain in 

order to keep proper tab on the drugs to avoid counterfeiting and provide recommendation to the 

customers respectively.  

 

Not only in medical we have its use in sector of finance and banking for example here[4] author makes 

use of complicated, non-linear, and intrinsically dynamic data to make predictions about stock market 

groups. It makes use of a variety of deep learning models, including random forests, bagging, adaptive 

boosting, decision trees, extreme gradient boosting gradient boosting, as well as LSTM, ANN and RNN. 

In an another study[15] author uses logistic regression models on various attributes of a customer to 

determine what are the chances of defaulting and grant a loan on the basis of that.  

Speaking about application of machine learning in field of environmental studies our own study is an 

example to it but there are a lot more than that say in this study [8] the research compares changes in the 

area a water body covers in order to gain insight into the effects of global warming. For the 

investigation, it computes changes of the water-covered region using time-lapsed photos utilizing 

versions of the Detectron2 instance segmentation architectures. 

AQI prediction requires us to work on time series data. In machine learning when we have time series 

data we  

turn towards RNN or LSTM and their various advancements and tweaks to solve the problem in hand. 

There are quite a few numbers of works based on time series data for example In [9] the author 

describes the application of machine learning for weather forecasting by the National Center for 

Atmospheric Research. It lists several of the company's AI-based achievements, such as the Dynamic 

Integrated Forecasting (DICast®) System, one of the initial automated forecasting systems. Sticking to 

the nature a popular example of time series data is rainfall data, in [19] the author talks about effects of 

heavy rainfall in a countries such as India which is majorly based on agriculture and reviews major 

machine learning techniques for its accurate prediction. Another example of time series data could be 

parking data on various times, in the following study[10] the author implements ARIMA and LSTM 

models working on data of parking spots usage to predict parking space usage alterations 

[21][22][23][24]. 
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As we have earlier discuss there is a credible amount of work done in terms of AQI prediction using 

various models and hybrid composition of it, providing a varying degree of success. In[11], the author 

employs LSTM to use huge amount of data from number of IoT-based smart city apps to forecast the air 

quality of smart city. In[15] author proposes VMD-BiLSTM  hybrid model for prediction of changes in 

PM2.5 over various cities of China. The raw PM2.5 complex data is divided in multiple number of sub 

signal components using variational mode decomposition. Then, each sub signal component is predicted 

separately by implementing a bidirectional LSTM. In[10] author puts forward SVR-RBF model that is 

Support Regression Vector along with radial bias function as kernel to forecast level of pollutants and 

particulate and predict AQI for California region. In[16] the author suggest a (1D-CNNs) BiLSTM 

where, bi-directional LSTM networks are utilized to understand the spatial-temporal dependencies of 

time-stamped multivariate air quality data, while 1D-CNNs are employed to carve out local trends and 

spatial correlation signatures. This model is used to forecast PM2.5 air pollution [25][26][27]. 

3. Dataset and pre processing 

For our study we are using is Beijing Multi-Site Air-Quality Data Set [20]. It contains hourly statistics 

on air pollutants from 12 stations monitoring air quality under national supervision. Beijing Municipal 

Environmental Monitoring Center provides the stats on the condition of the air. Each air-quality site's 

monitoring data is compared against the location of the closest weather monitoring station controlled by 

the China Meteorological Administration. The duration being March 1st, 2013, to February 28th, 2017. 

Originally the dataset consists of 420768 entries, post processing we are left with 401611. The attributes 

of the data consist of six pollutants (PM2.5, PM10, SO2, NO2, CO, O3), atmospheric attributes (pressure, 

temperature, dew point temperature, precipitation, wind velocity and direction), date attributes (year, 

month, day, hour) and finally name of station [28][29][30]. 

 The ratio for training set : validation set is 80:20. Here we are using validation set as test set as well. 

The steps involved in pre-processing are as follows: 

Step 1: Dropped all Null entries 

Step 2: New columns are added (PM10_24hr_avg, PM2.5_24hr_avg, SO2_24hr_avg, NO2_24hr_avg, 

CO_8hr_max, O3_8hr_max) 

Step 3: Created sub-index columns for all pollutants from columns generated in the last step using pre-

specified formulas. 

Step 4: Finally using the sub-index values and applying required formula we achieve AQI_calculated, 

i.e. the column consisting of AQI values . [31][32][33].   

 

4. Models Used 

For this study our dataset is nonlinear, heterogeneous, multidimensional and sequential data. So, 

keeping all this in mind we will be using LSTM, BiLSTM, BiLSTMConv1D AND GRU. All The stated 

models are advancement and variations of Recurrent Neural Network architecture which is used for 

handling sequential data. Each of them are explained in the upcoming segments [34][35][36]. 
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Fig. 1 (Rundown, of the whole process for the study) 

4.1 LSTM 

Stands for Long Short Term Memory. It is an advancement to the to the classic Recurrent Neural 

Network. It is used to solve the RNN’s problem of gradient vanishing. This model can maintain relevant 

information from far back in the sequence which RNN is unable to when length increases. Along with 

the capability of retaining very old data it can also forget irrelevant information and use only a certain 

part of current input (as per relevance) to maintain the gradient. It also keeps track of two type of data 

Long term (cell state) and Short term (hidden state) [37][38][39]. 

To accomplish this a simple neuron in replaced with a memory block consisting of three gates: 

a. Forget gate: 

This gate is used to determine what part of the cell state (long term memory of the architecture) 

will be retained based on current input data and hidden data from the previous hidden state 

[40][41]. 

b. Input Gate: 

It is used to determine what new information would be added to the cell state or the long term 

memory on the basis of current input and previous hidden sate[42][43]. 

c. Update gate: 

This gate determines the new hidden state based of new cell state, previous hidden state and 

current input data. 

 

Data 

Models 

LSTM 

BiLSTM 

GRU 

BiLSTMConv1D 

Result 
Pre-

Processing 
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Fig. 2 (LSTM cell unit) 

 

4.2 GRU (Gated Recurrent Unit) 

Similar to LSTM it is also an advancement to RNN. This was also developed to solve the vanishing 

gradient problem. To solve the problem of classic RNN model it incorporates two gates: 

a. Update gate: 

It is used to determine what amount of past data from previous steps should be passed along to 

the next output. 

b. Reset Gate: 

This gate is used to determine what part of the previous information has to be rejected for the 

upcoming part. 

Fig. 3 (GRU Cell Unit) 
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4.3 BiLSTM 

It can be simply defined as two RNNs put together, one working in a forward direction whereas the 

another one working in the backward manner. Here the sequential data is once put in the normal order 

and once in the opposite order. This feature of this model allows it to take in account of both backward 

and forward information while prediction instead of just forward direction like in LSTMs, allowing it to 

be more precise.  

The diagram of the same is provided below [15]: 

 

 

Fig. 4 (BiLSTM, a setup made up of two RNNs) 

4.4 BiLSTMConv1D 

This is a hybrid BiLSTM which works with a 1D convolutional neural network. In general, when we 

say CNN we mean 2D CNN which is very successful in image detection, feature and edge detection etc. 

rather it is sometimes stated as the prime architecture used to create computer vision.  

When we talk about 1D CNN we are talking about an architecture that is really good with time series 

data. It has been used in this domain for quite a time now. This model is effective in capturing both local 

and global temporal patterns in time series data. Conv1D fetches the local trend along with spatial 

correlation signatures whereas the BiLSTM finds spatial-temporal dependencies [44]. 

5. Experimental Setup 

The following table provides various attributes about the models we used for AQI prediction. 

Table 1 (The list of hyper-parameters and their values used in the setup) 

 LSTM BiLSTM BiLSTMConv1D 

 

GRU 

Total number of 3 5 8 9 
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The Conv1D hyper-parameters for the model BiLSTMConv1D are as follows: 

Conv1D filters = 64, kernel size = 3 and MaxPooling1D – pool_size = 2. 

 

6. Result 

To understand and compare results let us check the values for MSE, MAE, RMSE, MSLE [21] [22] [23] 

[24] and a custom error function RMSLE (Root Mean Squared Logarithmic Error) values of various 

models side by side. 

MAE = (1/n) * ∑|y - ŷ|                                                                                                                             (1) 

MSE = (1/n) * ∑(y - ŷ)²                                                                                                                             

(2) 

RMSE = √  ⁄   (   ̂)                                                                                                                     (3) 

MSLE = 1/n * Σᵢ(log(yᵢ+1) - log(ŷᵢ+1)) ²                                                                                                 (4) 

RMSLE = √(  ⁄    (   (    )     ( ̂   )) )                                                                               

(5) 

 

 

 

layers 

Number of nodes in 

dense layer 

50,1 1 1 1 

Number of nodes in 

input layer 

128 100 100 50 

Epochs 50 (callback at 26) 50 (callback at 24) 50(callback at 26) 50 

Batch Size 64 64 64 64 

Learning rate 0.01 0.001 0.001 0.01 

Dropout layer(%) NA 0.4, 0.4 0.2, 0.2 0.2, 0.2, 0.2, 0.2 

Activation function    ( ) <Not Specified> LeakyReLU(alpha=0.

3) 
   ( ) 

Loss function MSE MSLE MSLE MSE 

Optimizer Adam Nadam Nadam SGD( decay=1e-7, 

momentum=0.9, 

nesterov=False) 

Total params 79,205 332,201 150,273 53,901 

Trainable params 79,205 322,201 150,273 53,901 

Non-trainable params 0 0 0 0 
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MSE
0

0.02

0.04

MSE 

MSE

RMSE
0

0.1

0.2

RMSE 

RMSE

Table 2 (Performance chart of all models in terms of MSE, RMSE, MSLE, RMSLE and MAE) 

 

The data from the previous table can be presented in a graph format to visually compare the data and 

understand the margin. The graphs are as follows: 

 

 

 

 

 

 

 

 

Fig. 5 (Bar graph, showing MSE values for all Model) 

 

 

 

 

 

 

 

 

Fig. 6 (Bar graph, showing RMSE values for all Model) 

 MSE MAE RMSE RMSLE(custom) MSLE 

LSTM 0.02184 0.10525 0.14777 NA 0.01455 

BiLSTM 0.02193 0.10538 0.14808 NA 0.01467 

1D-CNN-

BiLSTM 

0.02183 0.10545 0.14775 0.12086 NA 

GRU 0.0006 0.01116 0.0246 NA NA 
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MAE
0

0.2

MAE 

MAE

 

 

 

 

 

 

 

 

 

Fig. 7 (Bar graph, showing MAE values for all Model) 

Next, we have Actual Vs Prediction graph, Loss function graph and MSLE graph for all the models. For 

all the experiments we have an epochs value of 50 with different callback values. Other metrics are 

model specific and are mentioned specifically for each of them (also mentioned in the table previously) 

a. LSTM 

Batch size of 64, with an Adam Optimizer, tan(h) activation function and MSE loss function. 

Fig. 8 (Actual vs Prediction graph for LSTM) 
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Fig. 9 (Loss Graph for LSTM) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10 (MSLE Graph for LSTM) 
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Fig. 11 (Actual vs Prediction graph for BiLSTM) 

b. BiLSTM 

Batch size of 64, with an Nadam Optimizer, learning rate of 0.001 and MSLE Loss function. 

 

 

Fig. 12 (Loss Graph for BiLSTM)  
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Fig. 13 (MSLE Graph for BiLSTM) 

 

c. BiLSTMConv1D 

Batch size of 64, with an Nadam Optimizer, learning rate of 0.001, LeakyReLU(alpha=0.7) 

activation function and MLSE loss function. 

Fig. 14(Actual vs Prediction graph for BiLSTMConv1D) 
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Fig. 15 (Loss Graph for BiLSTMConv1D)   Fig. 16 (MSLE Graph for 

BiLSTMConv1D) 

 

d. GRU 

 

Batch size of 64, with an SGD(lr=0.01, decay=1e-7, momentum=0.9, nesterov=False) 

Optimizer, learning rate of 0.01, tan(h) activation function and MSE loss function. 

 

Fig. 17(Actual vs Prediction Graph for GRU) 
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Fig. 18(Loss graph for GRU)   Fig. 19(MSLE graph for GRU)

   

LSTM is used for solving regression problems and since here we are using LSTM and its other 

derivatives we cannot use accuracy as a metric to compare the performance of the various models. As 

previously stated here we will be using MSE, RMSE, MAE, MSLE and a custom function named 

RMSLE. RMSLE can be provided as: 

def rmsle_custom(y_true, y_pred): 

msle = tf.keras.losses.MeanSquaredLogarithmicError() 

return K.sqrt(msle(y_true, y_pred)) 

where K is tensorflow.keras.backend  

First up if we compare the actual vs prediction graphs we can easily jump to the conclusion that GRU is 

completely outperforming all the other models given how close are the actual and prediction lines to 

coinciding.  But for the other three models we can’t be so positive about it. Next, let’s compare the 

values of various errors that we initially mentioned. Herein again the GRU way outperformed the other 

three models presenting the lowest values among all i.e., MSE: 0.0006, MAE: 0.01116, RMSE: 0.0246. 

It also has the largest difference from the closest value from other models. If we keep GRU aside and 

compare the other three models we find that in terms of MSE, BiLSTMConv1D performs the best with 

a score of MSE: 0.2183. In terms of MAE, LSTM performs the best having score of MAE: 0.10525. In 

terms of RMSE, BiLSTMConv1D performs the best having score of RMSE: 0.14775. So, based on the 

above individual inspection we may say that BiLSTMConv1D is performing the best in absence of 

GRU having the lowest score in two parameters MSE and RMSE.  Lastly if we analyze the MSLE 

values that we only have for LSTM and BILSTM we find LSTM performing slightly better than 

BiLSTM with a score of MSLE: 0.01455 
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7. Conclusion 

Millions of people suffer from ailments caused by air pollution each year, making it a serious problem 

for contemporary civilization. A range of diseases, including ischemic heart disease, stroke, lower 

respiratory infections, chronic obstructive pulmonary disease, and lung cancer, are blamed for the 

premature deaths brought on by air pollution. International organizations need an accurate way to 

forecast air quality so they can take the required precautions to stop pollution’s exponential expansion. 

This study compared the performance of various Deep Learning models, including the LSTM, BiLSTM, 

BiLSTMConv1D, and GRU, in predicting the Air Quality Index (AQI). Our results indicate that the 

GRU model on average outperforms LSTM, BiLSTM and BiLSTMConv1D in AQI prediction with the 

optimal MSE, MAE, RMSE and Loss. This finding suggests that deep learning, specifically the GRU 

model, may be a promising approach for predicting AQI. Further research is needed to validate these 

findings and explore the potential applications of this model in real-world scenarios. Overall, this study 

demonstrates the potential of deep learning in predicting environmental variables, which can be valuable 

for monitoring air quality and making informed decisions for public health and safety. The findings of 

this study can also contribute to the development of more accurate and efficient environmental 

prediction models. 
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