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Abstract 

 

Aim: The objective of this research paper is the data mining technique to develop the financial development on 

foreign direct investments by using Apriori algorithm in comparison with K-means clustering. Materials & 

Methods: The dataset in this paper utilizes the publicly available dataset from National financial development 

to prove the effectiveness of the approach. The sample size of the data mining technique to develop the financial 

development on foreign direct investments was sample 280 (Group 1=140 and Group 2 =140) and calculation is 

performed utilizing G-power 0.8 with alpha and beta qualities are 0.05, 0.2 with a confidence interval at 95%. 

The data mining technique to develop the financial development on foreign direct investments is performed by 

Apriori algorithm whereas number of samples (N=10) and K-means clustering where number of samples 

(N=10).  

Results: The Apriori algorithm classifier has a 95.68 higher accuracy rate when compared to the accuracy rate 

of the K-means clustering is 91.346. The study has a significance value  p=0.029 (p<0.05), which shows that 

two groups are  statistically significant. Conclusion: Apriori algorithm provides better outcomes in accuracy 

rate when compared to K-means clustering for the data mining technique to develop the financial development 

on foreign direct investments. 

Keywords: Financial Development, Novel Apriori algorithm, K-means clustering, Accuracy rate, foreign direct 

investments, data mining technique. 
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1. Introduction 

 
Foreign direct investment  is a versatile concept 

based on the fact that it plays an important role in a 

country’s development, and there are many aspects 

related to this issue that need to be carefully 

examined (N. Prasanna 2010). Foreign investments 

are a key development factor in the modern 

economy, and jointly with the trade, represent the 

most important leverage of an enterprise, 

organization of production, supplying goods and 

services on a global scale (Malhotra 2014). The 

main objective of this paper is to analyze the short 

and long-run interactions between financial 

development and Foreign direct investments 

inflows using a novel Apriori algorithm and 

compare the results with the conventional K-means 

clustering algorithm (S. Prasanna and Ezhilmaran 

2016). The results indicated that the proposed 

Apriori method outperformed the K-means 

clustering method. Foreign Direct Investments is 

one of the most widely studied and challenging 

problems, attracting researchers from many fields 

including economics, history, finance, mathematics 

and computer science (Tuomi 2011). 

A review of some of those works is provided. IEEE 

Explore published 78 research papers, and Google 

Scholar found 102 articles. Qodmanan et al. 

(Qodmanan, Nasiri, and Minaei-Bidgoli 2011) have 

proposed a multi-objective method for mining 

association rules. They have mainly concentrated 

on association rule mining in their work. 

Gebrehiwot et al. (Gebrehiwot, Esfahani, and 

Sayim 2016) analyzed the connection between 

financial development and Foreign direct 

investments in eight African countries between 

1991–2013 employing Granger causality tests and 

panel regression and revealed a two-way causality 

between the variables. Bayar and Ozturk (Hatemi-J 

and Shamsuddin 2016) also examined the causal 

interaction between financial development and  

Foreign direct investments inflows in Turkey over 

the 1974–2015 periods with the bootstrap Granger 

causality tests of Hacker and Hatemi-J (Hacker and 

Hatemi-J 2006) and determined a one-way 

causality from the development of financial sectors 

to foreign direct investment inflows. Our team has 

extensive knowledge and research experience  that 

has translated into high quality publications(K. 

Mohan et al. 2022; Vivek et al. 2022; Sathish et al. 

2022; Kotteeswaran et al. 2022; Yaashikaa, 

Keerthana Devi, and Senthil Kumar 2022; 

Yaashikaa, Senthil Kumar, and Karishma 2022; 

Saravanan et al. 2022; Jayabal et al. 2022; 

Krishnan et al. 2022; Jayakodi et al. 2022; H. 

Mohan et al. 2022) 

Fauzel (Fauzel 2016) also analyzed the relation 

between  Foreign direct investments and financial 

development in small island developing states 

during the 1990–2013 period, using a panel vector 

autoregressive model and found a bi-causal 

relationship. Enisan (Enisan 2017) investigated the 

major determinants underlying  Foreign direct 

investments inflows in Nigeria employing the 

Markov regime-switching approach and revealed 

that the development level of a financial sector is 

one of the main determinants for  Foreign direct 

investments attraction. Popescu and Andreica 

(Popescu et al. 2016) found that within 28 E.U. 

countries, labor productivity indicator determines 

whether the country is classified among high 

economic performance countries or lower 

economic performance. Divya and Agarwal 

(Agarwal 2011) used other techniques to classify 

70 countries. The investigated dataset contains 

macro-economic indicators such as Economic 

Freedom Index (EFI) and HDI, It allowed the 

author to divide the countries into three groups; 

developed, developing and under development 

countries. Another study realized by Cheng (Cheng 

2014) applied the k-means cluster algorithm in the 

regional economy for a comparative analysis on 30 

areas of China. 

 

2. Materials and Methods 

 

This work was carried out in the DBMS 

Laboratory, Department of Computer Science 

Engineering, Saveetha School of Engineering. In 

this paper, the dataset contains a time series with 

yearly measurements of  Foreign direct investments 

as percentage of Gross domestic product (GDP) for 

40 countries during the period 2005 – 2020. Out of 

40 sample countries, a total of 20 are the developed 

countries and 20 are the developing countries. The 

database is divided by the amount of 75% training 

and 25% testing. Group 1 was a K-means 

clustering algorithm and Group 2 was a novel 

Apriori algorithm. The calculation is performed 

utilizing G-power 0.8 with alpha and beta qualities 

0.05, 0.2 with a confidence interval at 95% (S. 

Singh 2019). These datasets, required a monitor 

with resolution of 1024×768 pixels (CPU 7th gen, 

i5, 4 8GB RAM, 500 GB HDD), and Python 

software with required library functions and tool 

functionsThe testing setup for the proposed system 

to implement with the  IBM SPSS V26.0tool used 

for statistical analysis. 

 

K-Means Clustering  

The K-means algorithm is known for being one of 

the simplest clustering algorithms. The concept of 

this algorithm is to divide the given data into a 

predefined number of groups i.e., k groups or k 

clusters. Each cluster has a center, far from the 

other centers. Each center defines the 

characteristics of the data belonging to this cluster, 

therefore, it helps distribute every other record in 

the nearest convenient cluster. The function of 

partitioning for the objects (𝑥1, 𝑥2, … , 𝑥𝑛), and n 
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points that should be distributed in k clusters, it 

calculates the distance between the point and the 

centroid, and assigns the object to the smallest 

distance. 

𝐽 =  ∑

𝑘

𝑗=1

∑

𝑛

𝑖=1

‖𝑥𝑖
(𝑗) − 𝑐𝑗‖2                (1) 

Where‖𝑥𝑖
(𝑗) − 𝑐𝑗‖2 is the distance between a point 

(𝑗) and the centroid 𝑐𝑗. Once all the objects are 

distributed, it recalculates the position of centroids 

until the k clusters centers are not changing. 

Pseudocode: 

Input: 

M: Dataset with ‘n’ instances 

K: number of clusters. 

Output: 

Dataset partitioned into ‘K’ clusters 

Algorithm: 

1. Choose arbitrarily ’K’ random points from M as 

the cluster centers 

2. repeat 

3. Reassign each object to the clusters based on 

calculation of mean value using Euclidean distance 

measure. 

4. Revise the cluster means by recalculating the 

mean value of each cluster 

5. Until 

6. there is no change in the clusters obtained 

7. Evaluation using silhouette coefficient: Calculate 

silhouette coefficient for an object as below: 

     Si = (bi – ai ) / max ( ai , bi) 

Where, 

Si - silhouette coefficient 

ai - is the mean value of an intra-distance cluster to 

all objects in a cluster. 

bi – minimum average distance from ith object to 

other clusters. 

8. Determine the mean silhouette coefficient over 

all objects.  

Apriori Algorithm  
Apriori association rule is used to harness the 

frequent patterns in databases. Support and 

confidence are the normal methods used to measure 

the quality of association rule. Apriori is designed 

to operate on databases containing transactions (for 

example, collections of items bought by customers, 

or details of a website frequentation). The 

algorithm attempts to find subsets which are 

common to at least a minimum number C (the 

cutoff, or confidence threshold) of the item-sets. 

Apriori uses a “bottom up” approach, where 

frequent subsets are extended one item at a time, a 

step known as candidate generation, and groups of 

candidates are tested against the data.  The 

algorithm terminates when no further successful 

extensions are found. Apriori uses breadth-first 

search and a hash tree structure to count candidate 

itemsets efficiently.  

Pseudocode : 

Input: Database of Transactions D= {t1, t2, …, tn} 

Set if Items I= {I1, I2,…., Ik} 

Frequent (Large) Itemset L Support, Confidence. 

Output: Association Rule satisfying Support & 

Confidence 

Method: 

1. C1 = Itemsets of size one in I; 

2. Determine all large itemsets of size 1, L1; 

3. i = 1; 

4. Repeat 

5. i = i + 1; 

6. Ci = Apriori-Gen(Li-1); 

7. Apriori-Gen (Li-1) 

● Generate candidates of size i+1 from large 

itemsets of size i. 

● Join large itemsets of size i if they agree 

on i-1. 

● Prune candidates who have subsets that 

are not large. 

8. Count Ci to determine Li; 

9. until no more large itemsets found; 

. The performance of these Apriori based data 

mining models was found to be far too superior to 

that of the K-means clustering model. The study 

has conclusively elicited the fact that Apriori 

models have much higher capability in extracting 

and learning the features of a time series data than 

their corresponding k-means counterparts. 

Accuracy is defined as the ratio of the number of 

cases which are correctly classified to the total 

number of cases expressed as a percentage.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
             (2) 

 

 The time taken for generating the stock rules by 

apriori algorithm was better than using K-means 

clustering algorithm because by apriori algorithm, 

the superior stock rules are only tolerated in the 

database. Apart from this, these rules were 

eliminated in each frequent itemset database.  

Statistical Analysis 
The output is obtained by using Google Colab (P. 

Singh and Manure 2020). To train these datasets, 

required a monitor with resolution of 1024×768 

pixels (CPU 7th gen, i5, 4 8GB RAM, 500 GB 

HDD), and Python software with required library 

functions and tool functions. For statistical 

implementation, the software tool used here is IBM 

SPSS V26.0 (Frey 2017). The independent sample t 

test was performed to find the mean, standard 

deviation and the standard error mean statistical 

significance between the groups, and then 

comparison of the two groups with the SPSS 

software will give the accurate values for the two 

different parameters which will be utilized with the 

graph to calculate the significant value with 

maximum accuracy value (95.68%), mean value 

(95%) and standard deviation value (0.21929). 
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Dependent variables are accuracy and independent 

variables are defined as Apriori and K-means 

algorithms. 

3. Results 

 

Figure 1 shows the simple Bar graph for Apriori 

algorithm accuracy rate is compared with K-means 

clustering. The Apriori algorithm is higher in terms 

of accuracy rate 95.68 when compared with K-

means clustering 91.346. Variable results with its 

standard deviation ranging from 100 lower to 150 

higher Apriori algorithms where K-means 

clustering standard deviation ranging from 200 

lower to 300 higher. There is a significant 

difference between Apriori algorithm and K-means 

clustering (p<0.05 Independent sample test). X-

axis: K-means clustering accuracy rate vs Apriori 

algorithm Y-axis: Mean of accuracy rate, for 

identification of keywords ± 1 SD with 95 % CI. 

Table 1 portrays the Evaluation Metrics of 

Comparison of Apriori algorithm and K-means 

clustering Classifier. The accuracy rate of the 

Apriori algorithm is 95.68 and K-means clustering 

has 91.346. In all aspects of parameters Apriori 

algorithm provides better performance compared 

with the K-means clustering of the data mining 

technique to develop the financial development on 

foreign direct investments. 

Table 2 shows the statistical calculation such as 

Mean, standard deviation and standard error Mean 

for Apriori algorithm and K-means clustering. The 

accuracy rate parameter used in the t-test. The 

mean accuracy rate of Apriori algorithm is 95.68 

and K-means clustering is 91.346. The Standard 

Deviation of Apriori algorithm is 0.21029 and K-

means clustering is 1.81738. The Standard Error 

Mean of Apriori algorithm is 0.10291 and K-means 

clustering is 0.71893. 

Table 3 displays the statistical calculations for 

independent samples test between Apriori 

algorithm and K-means clustering. The results 

achieved with p=0.029 (p<0.05), which shows that 

two groups are  statistically significant. 

Independent samples T-test is applied for 

comparison of Apriori algorithm and K-means 

clustering with the confidence interval as 95% and 

level of significance as 0.32132. This independent 

sample test consists of significance as 0.001, 

significance (2-tailed), Mean difference, standard 

error difference, and lower and upper interval 

difference. 

4. Discussion 

 

In this study, the proposed model exhibits the 

Apriori algorithm and K-means clustering, in 

which the Apriori algorithm has the highest values. 

The accuracy Rate of Apriori algorithm is 95.68% 

higher compared with the K-means clustering that 

has an accuracy rate of 91.346% in analysis of the 

data mining technique to develop the financial 

development on foreign direct investments..  

According to Wu and Kumar (Wu et al. 2008), the 

K‐means algorithm is simple, easily 

understandable, and can be readily adjusted to deal 

with different scenarios, such as semi-supervised 

learning or streaming data. Similarly, Sohn and 

Kim (Ahn and Sohn 2009) claim that some 

clustering algorithms generate too many clusters, 

however the K‐means algorithm can possibly be 

used to derive a set of desirable clusters. The K‐
means algorithm has been increasingly applied in 

the financial area, and helps financial institutions to 

effectively manage portfolio and asset selection. 

According to Nanda et al. (Nanda, Mahanty, and 

Tiwari 2010), the K‐means algorithm can reduce 

the time for selection of stock, as compared to 

fuzzy C‐means and the Self Organizing Map 

(SOM). Liao et al. (Liao, Ho, and Lin 2008) 

suggest that the confidence level should be set 

above 70 and a support level above 80 is 

considered meaningful. Liang and Christos (Dong 

and Tjortjis 2003) point out that a number of 

frequent itemsets decrease as the minimum support 

increases. As a result, fewer rules are found and 

thus the time spent in each phase decreases.  

In future, work can be carried out with some other 

data mining algorithm in terms of time factor.The 

limitation of the proposed Apriori algorithm is very 

low and inefficient when memory capacity is 

limited with a large number of transactions. 

 

5. Conclusion 

 

The proposed model exhibits the Apriori algorithm 

and K-means clustering, in which the Apriori 

algorithm has the highest values. The accuracy 

Rate of Apriori algorithm is 95.68% higher 

compared with the K-means clustering that has an 

accuracy rate of 91.346% in analysis of the data 

mining technique to develop the financial 

development on foreign direct investments. 
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1 Test1 
93.23 90.10 

2 Test2 
93.54 90.23 

3 Test3 
92.36 91.19 

4 Test4 
94.34 90.92 

5 Test5 
93.12 89.92 

6 Test6 
94.56 91.01 

7 Test7 
95.35 90.85 

8 Test8 
92.36 91.28 

9 Test9 
93.35 90.58 

10 Test10 
94.54 91.34 

Average Test Results 
95.68 91.346 

 

Table 2. The statistical calculation such as Mean, standard deviation and standard error Mean for Apriori 

algorithm and K-means clustering. The accuracy rate parameter used in the t-test. The mean accuracy rate of 

Apriori algorithm is 95.68 and K-means clustering is 91.346. The Standard Deviation of Apriori algorithm is 

0.21029 and K-means clustering is 1.81738. The Standard Error Mean of Apriori algorithm is 0.10291 and K-

means clustering is 0.71893. 

Group N Mean 
Standard 

Deviation 

Standard 

Error Mean 

 

Accuracy Rate 

K-MEANS 

CLUSTERING 
10 91.346 1.81738 0.71893 

APRIORI ALGORITHM 10 95.68 0.21029 0.10291 

 

Table 3. The statistical calculations for independent samples test between Apriori algorithm and K-means 

clustering. The significance value  p=0.029 (p<0.05) shows that two groups are  statistically insignificant. 

Independent samples T-test is applied for comparison of Apriori algorithm and K-means clustering with the 

confidence interval as 95% and level of significance as 0.32132. 
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Fig. 1. Simple Bar graph for Apriori algorithm accuracy rate is compared with K-means clustering. The Apriori 

algorithm is higher in terms of accuracy rate 95.68 when compared with K-means clustering 91.346. Variable 

results with its standard deviation ranging from 100 lower to 150 higher Apriori algorithm where K-means 

clustering standard deviation ranging from 200 lower to 300 higher. There is a significant difference between 

Apriori algorithm and K-means clustering (p<0.05 Independent sample test). X-axis: K-means clustering 

accuracy rate vs Apriori algorithm Y-axis: Mean of accuracy rate, for identification of keywords ± 1 SD with 95 

% CI. 

 

  


