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Abstract 

The world is battling the pandemic of Covid-19 at the moment and even after 3 years of Covid 

pandemic our technology still is not fairly advanced to tackle the battle against this virus in the most 
efficient way. Covid cases over the entire world as of now has crossed the 420 million marks with the 

deaths tallying up to 5.8 million. The Covid virus infects a person with several types of symptoms, one 

such symptom is pneumonia. A person who is having Pneumonia might or might not be having the 
Covid virus with him/her. This project is tar- geting to filter out the patient X-Rays who have 

pneumonia and our subjected to have the Corona Virus as well. This system is based on Deep 

Learning and the method of Convolutional Neural Networks is applied over it. The project is briefly 
compiled and has a lot of pre-processing to deal with. The project is done with additional help from the 

frameworks Tensorflow and keras. Firstly, the im- ages are loaded into the compiler and then they are 

cleaned and pre-processed accordingly. The next comes up with setting up the neural network layer. 

The CNN layer is built and a special activation function ReLu is applied over it. Fi- nally, the model is 
trained and a classification is done to find whether the patient X- Ray is only for pneumonia or its of 

Pneumonia + Covid. The project has an accuracy of over 96% to 98% 

 

Keywords: COVID-19, Convolutional Neural Network, Deep Learning, X- Rays, Pneumonia. 

1,2,4,5,6,7Department of Computing Technologies, SRM Institute of Science and Technology, 
Kattankulathur, India - 603203 

3Department of Computer Science and Engineering, Sri Eshwar College of Engineering, Coimbatore 

*sindhucmaa@gmail.com 

 

DOI: 10.31838/ecb/2023.12.s1.050 

 

 

 

  

mailto:sindhucmaa@gmail.com


Detection of the novel corona virus Covid-19 with Pneumonia and Covid Chest X-Rays 

using Convolutional Neural Networks Section A-Research paper 
 

 

454 

Eur. Chem. Bull. 2023,12(Special Issue 1), 453-459 

1 Introduction 

Initially the corona virus is declared a 

pandemic by WHO is 2019. The virus found in 

Wuhan, China. The virus then was transmitted 

to the entire world. The virus is a 
communicable virus and has infected over 420 

million people in this entire planet. The virus 

mutates with time causing different symptoms 
in people. Some noted minor symptoms are 

Cough, Fever, Cold, Diarrhoea, loss of smell 

and taste. Some major symptoms include 
Pneumonia and Lung Lesion. This project is 

dealing with the Pneumonia symptoms and 

figuring out a proper classification of 

Pneumonia patients and patients having 
pneumonia as a result of Corona Virus 

presence. 

This project is dealing with Pneumonia X – 
Ray reports and will classify the X-rays into 

Covid [14] Patients and normal Pneumonia 

patients. The method and applications of Deep 

Learning is used to train the images in bulk and 

the method of Neural Networks Specifically 
Convolutional Neural Network is applied. 

Convolutional Neural Network is a method of 

Deep Learning [8-12] which is majorly used to 

train and work on datasets which contains 
images. Here the images are in form of X-rays. 

With over 1002 images in the dataset, the 

model will be trained accordingly to classify 
the X-Rays. 

The dataset has over 575 images for Covid 19 

sample lungs X-ray and 427 of Pneu- monia X-
Rays. These images will be pre-processed and 

trained to filter out the selected images into 

Covid Patients and non-Covid patients. This 
model has the tendency to predict over 

thousands of X-Rays in just a second’s time 

and help the doctors and the front-line workers 

save enough time to manually go through the 
X-Rays and filter out the patients. 

 

 

Fig. 1. Covid Chest X-Rays 

 

In fig.1, the X-Rays images for Covid infected 
lungs can be seen with over 575 sam- ple 

training images for it. Many inferences can be 

manually made out by looking over the X-Rays 

and it shows that there is cloudy type presence 
in the lungs which signifies the major presence 

of Corona Virus in the lungs. Fig. 2 depicts 

sample Pneumonia Chest X-Rays. 
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Fig. 2. Pneumonia Chest X-Rays 

 

The goal of the project is to train, identify and 

classify the X-Ray images into cate- gories of 

Pneumonia patient and Covid 19 Patient. Here, 

Category 1 was Covid 19 Patients and 
Category 2 was Pneumonia only patients. 

 

2 Literature Survey 

The author [2] has briefly explained on how 

does a Convolutional Neural Network 

[13] operates from a mathematical perspective. 

It has made the argument of the use of vectors 
and matrix to chain out images that are used in 

the model. The author has also specified the 

activation function that is applied on every 

element of the input. Empha- sizes on ReLU 
layer has been shown below as in fig. 3. 

 

Fig. 3. Rectifier Linear Unit Function 

In [1] the author explains 2 main aspects of 

this project. Firstly, the importance of a non-

linear function at the end of a Convolutional 

layer and secondly why it’s better to use 2-
layer cascade system. Fig 4. depicts a sigmoid 

activation function. 

 

Fig. 4. Sigmoid Activation Function 

[6] showed how Pooling occurs and how are 
images pixel wise classified and then objects 

are recognized. It shows the architecture of the 

feature extraction and classifi- cation system. 
In the research work [7], a practical feature 

extraction and classification technique is 

suggested for handling data acquisition besides 
data fusion to enhance treatment related data. 

In [4] the authors have explained about the 

layers inside a CNN. It was shown that the 
models do need to have a certain number of 

layers inside them to create a well- trained 

network. Theoretically it was said that the 
more the number of layers the better the 
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training of the model will be. This thesis was 

proved wrong when a comparison for a certain 
model was done by creating a 20-layer model 

and a 56-layer model. The error percentage 

graph showed that the model with 56 layers 

showed significantly more error 

 

percentage than the model with 20 layers. The 
reason for this was creating noise through feature 

extraction unnecessarily and overpopulating it. 

The author [5] has showed the importance of 
Batch Normalization in training. To reduce 

computing time, we batch train the images and 

to train in more efficient way here it has been 
shown how it can be achieved by 

normalization. 

Every input distribution changes 10 its state 
and form when it is sent to the next layer and 

so it carried on. It makes it hard to train 

models or images with non-linearity. The 
author solved this problem with the idea of 

Batch normalization of every training batch and 

in this way the few images that were difficult 

to train due to nonlinear structure the issues 
was successfully solved. A normalized weight 

now was assigned to the model batch. 

[3] Here it was described about the importance 

and the need of converting our 2- dimensional 

array of computed images into 1 dimensional 

array of images. It was shown that the 
activation functions are applied in a more 

efficient way and it also helps in removing 

redundancy of data as well as faster computing 
time is achieved. This method was tested and it 

was found that the accuracy was not lost and 

hence the signif- icance of flattening was 

justified which helped in faster computing 
time. On an average a flattened model provides 

almost 2 times the speed of non-flattened 

model. 

 

3 Architecture of the Model 

Below is a detailed explanation on system 

architecture as in fig. 5. of the model created 

for this work. 

 

3.1 Software Model 

The model has taken the basic and important 

Deep Learning frameworks in use. 

Tensorflow. Tensorflow is used to create the 

Convolutional Neural Network and Keras is 

used to pre-process the images accordingly. 

The only algorithm which is working over the 

process inside Convolutional Network is 

Backpropagation Algorithm which is done to 
adjust the weights when training. 

 

3.2 Dataset 

Dataset is a game player factor for any project. 

The dataset used for the prediction is taken 
from an independent author in Kaggle and the 

dataset is named "Chest X-ray (Covid-19 & 

Pneumonia)”. 

 

Table 1: Input Dataset 

Dataset Number of Images 

COVID-19 575 

Pneumonia 427 

 

 

Fig. 5. X-ray Covid Detection Methodology 

 

3.3 Preprocessing 

For the preprocessing we have used Keras 
module. Here, the input image is first read. 



Detection of the novel corona virus Covid-19 with Pneumonia and Covid Chest X-Rays 

using Convolutional Neural Networks Section A-Research paper 
 

 

457 

Eur. Chem. Bull. 2023,12(Special Issue 1), 453-459 

The features are detected and represented 

using the feature map. A convolutional layer is 
created and the ReLU activation function is 

applied to it and then pooling is applied and 

flattening is also done. 

 

Fig. 6. X-ray Covid Detection overall 

workflow 

 

3.4 Neural Network Layer 

The next step is to set up the convolution 
layer. Here we will be defining all the tech- 

niques for converting our image into 2-D 

image array which can be understood by the 
machine. Here we will also be defining 

convolution techniques like Max-Pooling and 

Flattening. In the end, the model will be fed as 
1-D array and it will be then followed by 

traditional neural network which will have the 

hidden layers in order to adjust weights and 

subsequently train the model. 

 

Fig. 7. Covid Chest X-Ray 

The above image in fig. 7 is one of the sample 

images from the dataset depicting a Covid 
Chest X-Ray. 

 

Fig. 8. Pneumonia Chest X-Ray 

The above image in fig. 8 is one of the sample 

images from the dataset depicting a 
Pneumonia Chest X-Ray. 

The Convolutional Layer is shown above in 

the State Diagram as in fig. 5. Firstly, the input 
image is fed into the network through which 

the feature selection is done through detection 

techniques. The highlighted features are then 

be made into a feature map. The feature map is 
then created into several layers known as 

convolutional layers and an activation ReLU 

function is applied on it. After the 
convolutional layer, pooling is done. Finally, 

the data was converted into 1-D array for 

inputting it into the next layer and this is known 
as flattening. 

4 Result and Analysis 

For this deep learning model, Tensorflow was 

used to create the convolutional layer and 

Keras is used to pre-process the images. This 

is followed by training the model. 

The 2-activation functions used in the model 

are ReLU and Sigmoid functions. The various 
parameters used by the model as tabulated in 

table 2. 

Table 2: Parameters for the model 

Parameters Choice 

Optimizing Method Adam Optimizer 

Loss Binary Cross Entropy 

Metrics Accuracy 

Epochs 10 
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The model provides an accuracy of 98.04% 

when we run it on 10 epochs. The below tables, 
table 3, table 4 and table 5 are for the system 

where we have a linear activation function and 

a non-linear activation function, linear and 

linear activation function and non-linear and 
non-linear activation functions respectively. 

Table 3: Linear and Non-Linear Activation 

Function 

Epoch Number Loss Value Accuracy 

Percentage 

1 0.2297 93.55 

2 0.0971 96.70 

3 0.0786 97.71 

4 0.0670 97.99 

5 0.0622 97.96 

6 0.0626 98.07 

7 0.0568 97.99 

8 0.0543 98.19 

9 0.0554 97.91 

10 0.0644 98.04 

 

 

Table 4: Linear and Linear Activation 

Function 

Epoch 

Number 

Loss Value Accuracy 

Percentage 

1 1.7934 88.14 

2 1.8088 88.14 

3 1.8088 88.14 

4 1.8088 88.14 

5 1.8088 88.14 

6 1.8088 88.14 

7 1.8088 88.14 

8 1.8088 88.14 

9 1.8088 88.14 

10 1.8088 88.14 

 

Table 5: Non-Linear and Non-Linear 

Activation Function 

 

Epoch Number Loss Value Accuracy 

Percentage 

1 13.5953 11.86 

2 13.5953 11.86 

3 13.5953 11.86 

4 13.5953 11.86 

5 13.5953 11.86 

6 13.5953 11.86 

7 13.5953 11.86 

8 13.5953 11.86 

9 13.5953 11.86 

10 13.5953 11.86 

 

From the above table, table 5 we can depict 
that as we move along the epoch cycle our 

model is trained better and the loss metrics gets 

on decreasing whereas the accuracy keeps on 
improving. After a certain stage both loss 

and accuracy show similar data points after 

every epoch, indicating us that the model is 
now trained at its best and furthermore any 

epochs will only increase the computation time 

and memory usage. It was also noted that our 

model had both linear and non-linear trends. 

The runtime is around 25 minutes. The 

classification is done on the basis of taking an 

input image and comparing it with trained 
Covid X-Rays features. If the image has 

features of the Covid X-Rays, then it will 

return the statement that the patient is having 
Corona Virus or else it will return that the 

patient is only having Pneumonia. 

 

5 Conclusion 

The model is aimed and dedicated to build a 
system where we can segregate patients into 

Covid infected pneumonia patients and 

pneumonia only infected patients. In the 
present-day scenarios as such with Corona 

virus pneumonia plays a severe symptom and 

has infected a lot of people across the world. 
The model is well trained and gives an 

accuracy of over 98% when tested. A 

classification is done in then end in which the 
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image is then looked upon and its inference 

points are noted by the machine and the neural 
network layer. The computing time for training 

can be improved with better GPU performance 

which depends on the system a user is using. 
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