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Abstract 

 

Aim: The main objective of this research article is to improve the accuracy rate in the Novel prediction of 

quality of rice in rice mills by using Decision Tree (D-Tree) in comparison with Support Vector Machine 

(SVM) Classifier.  

Materials & Methods: The data set in this paper utilizes the publicly available Kaggle data set for Novel 

prediction of the quality of rice in rice mills. The sample size of Novel prediction of quality of rice in rice mill 

with improved accuracy rate was sample 80 (Group 1=40 and Group 2 =40), and calculation is performed 

utilizing G-power 0.8 with alpha and beta qualities are 0.05, 0.2 with a confidence interval at 95%. Novel 

Prediction of quality of rice in rice mill with improved accuracy rate is performed by Decision Tree (D-Tree) 

whereas some samples (N=10) and Support Vector Machine (SVM) were the number of samples (N=10). 

Results: The Decision Tree (D-Tree) classifier has 92.7 higher accuracy rates when compared to the accuracy 

rate of Support Vector Machine (SVM) is 91.0. The study has a significance value of p<0.05, i.e., p=0.035 

which infers they are statistically significant.  

Conclusion: Decision Tree (D-Tree) provides better outcomes in accuracy rate when compared to Support 

Vector Machine (SVM) for Noval prediction of quality of rice in rice mill. 
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1. Introduction 

 

For around 85% of the Asia people, rice is viewed 

as the staple nourishment food(Bandumula 2018). 

Many countries accomplish self-capability in rice 

creation, better quality rice is the most extreme 

need for customers. It is incredibly monotonous for 

shoppers to investigate the excellent quality and 

rice evaluating on the lookout(Abdullah, Aziz, and 

Dos Mohamed 2000). Grain quality concludes 

valuing, and quality records vary based on end-use 

prerequisites. The suggested calculation has 

numerous applications on order and relapse-based 

issues. Ingrain takes care of units; quality is 

communicated based on actual attributes, such as 

size, shape, part hardness, dampness content, and 

visual properties like harmed, pervaded stained 

pieces, and unfamiliar materials. So the 

requirement for a programmed rice quality 

evaluating framework emerges, which can dispense 

with the deficiencies of the manual quality 

reviewing process. This study proposes a decision 

tree (D-Tree) algorithm to predict the rice 

grains(Lian et al. 2021). Experimental results show 

that the D-Tree model has exceptional execution 

with high order exactness on a testing 

subset(Nithya and Sundaram 2011). 

Further research was completed to make 

programmed rice quality evaluating frameworks for 

the beyond five years. IEEE Xplore published 77 

research papers, and Google Scholar found 87 

articles. Chen et al.(Chen et al. 2012) suggested the 

Least Squares Support Vector Machines for the 

catagorization of head rice and broken rice. 

Mousavi Rad, Fayyazi, Prajapati and Patel, Gujjar 

and Siddappa(Fayyazi et al. 2013; Gujjar and 

Siddappa 2013; Mousavirad, Tab, and Mollazade 

2012; Prajapati and Patel 2013; Kaur and Singh 

2013) suggested neural networks and multi-class 

SVM for ordering and quality reviewing of Iranian 

and Indian rice assortments..(Kong et al. 2019) has 

suggested a novel strategy to recognize the 

thickness of rice utilizing the photogrammetry idea. 

The rice edges are formed by considering the 

elements like length, width, and 

consistency..(Singh, Vidyarthi, and Tiwari 2020) 

fostered another procedure that consolidates image 

processing and machine learning (ML) ensembles 

to quantify the size and mass of many rice pieces 

simultaneously. Here, with the assistance of a 

recursive strategy, an image processing algorithm 

was created to distinguish every rice piece from a 

image and compute the size of the portions in light 

of the pixels involved.(Parveen, Alam, and Shakir 

2017), develops an algorithm to mark the rice 

grains based on characteristics like length, 

thickness, shading, and pasty region.Our team has 

extensive knowledge and research experience  that 

has translated into high quality publications(K. 

Mohan et al. 2022; Vivek et al. 2022; Sathish et al. 

2022; Kotteeswaran et al. 2022; Yaashikaa, 

Keerthana Devi, and Senthil Kumar 2022; 

Yaashikaa, Senthil Kumar, and Karishma 2022; 

Saravanan et al. 2022; Jayabal et al. 2022; 

Krishnan et al. 2022; Jayakodi et al. 2022; H. 

Mohan et al. 2022) 

The main disadvantage with the conventional 

technique for estimating the rice aspects can be 

incredibly dreary, mainly whenever done at large 

scales. To conquer this drawback, this paper 

proposes a novel and robust strategy to precisely 

measure the nature of rice utilizing a decision tree 

(D-Tree) algorithm in comparison with support 

vector machine (SVM) algorithm. The performance 

analysis of the suggested rice quality examination 

gives preferred outcomes than the existing SVM 

method. 

 

2. Materials and Methods 

 

This work was carried out at Machine Learning 

Laboratory in Saveetha School of Engineering, 

SIMATS, Tamil Nadu, and India. In this study, the 

rice data set was collected from various rice mills. 

13 different types of rice samples are taken. The 

Sample size was analyzed utilizing earlier 

works(Zareiforoush et al. 2016). Group 1 was a 

Decision Tree (D-Tree) algorithm and Group 2 was 

a Random Forest (RF) algorithm. In this work two 

groups are taken and 10 samples for each group, 

total samples considered are 20. The calculation is 

performed utilizing G-power 0.8 with alpha and 

beta qualities 0.05, 0.2 with a confidence interval at 

95%. 

 

Support vector machines algorithm 

The sample preparation group 1 is the Support 

Vector Machine (SVM) Classifier is a supervised 

machine learning strategy used for classification, 

regression and outlier’s detection. The steps 

involved in the implementation of the SVM 

algorithm are described as follows. 

In data mining methodology, Support Vector 

Machine (SVM) Classifiers are supervised machine 

learning frameworks given the measurable learning 

hypothesis that investigate information and 

perceive designs in grouping and regression 

examination issues. Support Vector Machine 

(SVM) Classifier is a representation of the samples 

as focuses in space, planned to ensure that the 

standards of the specific classes are isolated by a 

reasonable limit that is as wide as be expected. In 

this methodology, the ideal limit, known as hyper-

plane, of two sets in a vector space is gotten 

autonomously on the probabilistic conveyance of 

preparing vectors in the set. The hyperplane finds 

the limit beyond what many would consider 

possible from the two groups' closest vectors to the 

limit. The vectors arranged relative to the 

hyperplane are called support vectors. There might 

https://paperpile.com/c/2xb3Br/7I1hb
https://paperpile.com/c/2xb3Br/tsdYA
https://paperpile.com/c/2xb3Br/tsdYA
https://paperpile.com/c/2xb3Br/No0s0
https://paperpile.com/c/2xb3Br/SWCqK
https://paperpile.com/c/2xb3Br/HvI5W
https://paperpile.com/c/2xb3Br/BnKAT+VgX4k+oG4kA+VEmnR+gzbwd
https://paperpile.com/c/2xb3Br/BnKAT+VgX4k+oG4kA+VEmnR+gzbwd
https://paperpile.com/c/2xb3Br/BnKAT+VgX4k+oG4kA+VEmnR+gzbwd
https://paperpile.com/c/2xb3Br/BnKAT+VgX4k+oG4kA+VEmnR+gzbwd
https://paperpile.com/c/2xb3Br/I9FSD
https://paperpile.com/c/2xb3Br/zWKIQ
https://paperpile.com/c/2xb3Br/ArkMu
https://paperpile.com/c/2xb3Br/ArkMu
https://paperpile.com/c/2xb3Br/vznt2+90nUt+z1p7I+D8UPe+aPnuB+Yp0D4+qR5z8+s68Mo+v9ZIR+ljt2B+czzWK
https://paperpile.com/c/2xb3Br/vznt2+90nUt+z1p7I+D8UPe+aPnuB+Yp0D4+qR5z8+s68Mo+v9ZIR+ljt2B+czzWK
https://paperpile.com/c/2xb3Br/vznt2+90nUt+z1p7I+D8UPe+aPnuB+Yp0D4+qR5z8+s68Mo+v9ZIR+ljt2B+czzWK
https://paperpile.com/c/2xb3Br/vznt2+90nUt+z1p7I+D8UPe+aPnuB+Yp0D4+qR5z8+s68Mo+v9ZIR+ljt2B+czzWK
https://paperpile.com/c/2xb3Br/vznt2+90nUt+z1p7I+D8UPe+aPnuB+Yp0D4+qR5z8+s68Mo+v9ZIR+ljt2B+czzWK
https://paperpile.com/c/2xb3Br/vznt2+90nUt+z1p7I+D8UPe+aPnuB+Yp0D4+qR5z8+s68Mo+v9ZIR+ljt2B+czzWK
https://paperpile.com/c/2xb3Br/vznt2+90nUt+z1p7I+D8UPe+aPnuB+Yp0D4+qR5z8+s68Mo+v9ZIR+ljt2B+czzWK
https://paperpile.com/c/2xb3Br/vznt2+90nUt+z1p7I+D8UPe+aPnuB+Yp0D4+qR5z8+s68Mo+v9ZIR+ljt2B+czzWK
https://paperpile.com/c/2xb3Br/gXBHX
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be no isolating hyperplane to recognize if the space 

isn't directly detachable. In such cases, a part 

capacity might be utilized to address the issue. The 

bit work assesses the connections inside the 

information and makes complex divisions(Cortes 

and Vapnik 1995). A support vector machine 

model portrays the examples as focuses in space, 

isolated by a reasonable limit. The ideal limit is 

known as hyper-plane. The vectors arranged close 

to the hyperplane are called support vectors. 

Step 1: Separate the images based on the labels. 

Step 2: For training the data 75% of the data is used 

for building the model. 

Step 3: Remaning 25% of the data is used for 

testing the model. 

Step 4: Remove all the outliers  from the dataset, 

So the model does not overfit. 

Step 5: Deep Support Vector Machine (SVM) 

Classifier relates to the data given. 

Step 6: Predicts the nutrition analysis and calorie 

count significantly. 

 

Decision tree (D-Tree) algorithm 

The sample preparation group 2 is the novel 

decision tree (D-Tree) algorithm, and is the most 

powerful and popular tool for classification and 

prediction of rice quality. The experimental results 

show that the suggested D-Tree method has 

achieved better accuracy results. 

A decision tree classifier is a proactive model 

having applications in various sections. It 

comprises a chart comprising nodes that address 

ascribes and seek clarification on some pressing 

issues. Then again, edges in a graph address the 

responses to the inquiries posed before. Finally, the 

leaves signify the actual outcome acquired in the 

wake of following away down the tree.  This 

demonstrating tool can be executed in non-direct 

constructions to get the ideal result. Models are 

arranged from the root node to the leaf node. A 

classification tree or a decision tree illustrates a 

multistage choice process. Rather than utilizing the 

total arrangement of elements together to settle on 

a choice, various subsets of features are being used 

at different levels of the tree. These algorithms 

have been utilized in decision trees-based 

classification techniques(L.Gupta et al. 2012; 

Soltani and Omid 2015). 

 

Step 1: Separate the images based on the labels. 

Step 2: For training the data 75% of the data is used 

for building the model. 

Step 3: Remaning 25% of the data is used for 

testing the model. 

Step 4: Remove all the outliers from the dataset, so 

the model does not over fit. 

Step 5: Deep decision tree (D-Tree) relates to the 

data given. 

Step 6: Predicts the nutrition analysis and calorie 

count significantly. 

 

Statistical Analysis 

The output is obtained using Python 

software(Downey, n.d.). To train these datasets, 

required a monitor with a resolution of 1024×768 

pixels (10th gen, i7, 12GB RAM, 500 GB HDD) 

and Python software with essential library 

functions and tool functions. For statistical 

implementation, the software tool used here is IBM 

SPSS (Verma 2012). The independent sample t-test 

was performed to find the mean, standard 

deviation, and standard error mean statistical 

significance. Then a comparison of the two groups 

with the SPSS software will give the accurate 

values for the two different, which will be utilized 

with the graph to calculate the significant value 

with maximum accuracy value (92.7%), mean 

value (92%), and standard deviation value 

(0.22843). Dependent variables are accuracy, and 

independent variables are image size. 

 

3. Results 

 

Figure 1 shows the simple bar graph for SVM 

Classifier accuracy rate is compared with D-Tree 

Classifier. The D-Tree Classifier is higher in terms 

of accuracy rate 92.7 when compared with SVM 

Classifier 91.0. 

Table 1 shows the Evaluation Metrics of 

Comparison of SVM and D-Tree Classifier. The 

accuracy rate of SVM is 91.0, and D-Tree has 92.7. 

Table 2 shows the statistical calculation such as 

Mean, standard deviation, and standard error Mean 

for SVM and D-Tree. The accuracy rate parameter 

was used in the t-test. The mean accuracy rate of 

SVM is 91.0, and D-Tree is 92.7. The Standard 

Deviation of Support Vector Machine (SVM) is 

1.92394, and D-Tree is 0.22843. The Standard 

Error Mean of SVM is 0.93494, and D-Tree is 

0.12948. 

Table 3 displays the statistical calculations for 

independent samples test between SVM and D-

Tree. The significance level for the accuracy rate is 

0.035.  

 

4. Discussion 

 

Based on the above results, Support Vector 

Machine (SVM) Classifier accuracy rate is 

compared with Decision Tree (D-Tree) Classifier. 

The Decision Tree (D-Tree) Classifier is higher in 

terms of accuracy rate 92.7 when compared with 

Support Vector Machine (SVM) Classifier 91.0.                                

Several researchers have published papers in this 

area.(Devi, Neelamegam, and Sudha 2017) 

suggested a machine learning strategy considering 

the physical features to evaluate and sort rice 

grains. In the work, the attributes isolated were 

considered for reviewing and quality investigation 

of rice grains carried out in MatLab with the 

https://paperpile.com/c/2xb3Br/u06xq
https://paperpile.com/c/2xb3Br/u06xq
https://paperpile.com/c/2xb3Br/iif7l+zwfy8
https://paperpile.com/c/2xb3Br/iif7l+zwfy8
https://paperpile.com/c/2xb3Br/IAhWq
https://paperpile.com/c/2xb3Br/pB4P
https://paperpile.com/c/2xb3Br/yqu2j
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precision of 95%. Khunkhett and 

Remsungnen(Khunkhett and Remsungnen 2014) 

applied digital image examination for non-

damaging identification of unadulterated 

reproducing rice seed. The presence of rice, for 

example, its shape and shading, is expected to be a 

massive element in rural propagation and quality 

testing. The proper order rates for the two phases 

are Good rice seeds 97.34% and unadulterated 

reproducing rice seeds 84.23%.Silva and 

Sonnadara(Silva and Sonnadara 2013) fostered a 

framework comprising of machine vision and 

neural networks for nine different rice seeds 

categorization. Various algorithms obtained fifteen 

morphological, six tone, and twenty textural 

highlights from each rice seed  shading image test. 

The general exactness of order 93.21% was 

achieved with a consolidated list of features. Kaur 

and Singh(Kaur and Singh 2013) suggested a 

multi-class SVM for arrangement and rice 

reviewing. Multi-class SVM inspected shape, 

whiteness, and broken parts' level for grouping, 

precisely above 87.34%. El-Telbany et al.(El-

Telbany, Warda, and El-Borahy 2006) explored 

Egyptian rice sicknesses utilizing the C4.5 decision 

trees algorithm. 

The limitations of the suggested framework are not 

equipped for getting grain organization, inside bug 

pervasion, and organoleptic properties, factors that 

are primary deciders of food grain quality. In the 

future, new frameworks with higher exactness can 

be created with the assistance of genuinely 

progressing innovations of machine learning, deep 

learning and image processing utilizing a blend of 

various consolidated feature sets with a more 

extensive dataset of particular rice assortments. 

 

5. Conclusion 

 

The suggested model exhibits the SVM and D-

Tree, in which the D-Tree has the highest values. 

The accuracy Rate of the D-Tree is 92.7 is higher 

than the SVM, which has an accuracy rate of 91.0 

in the analysis of Novel prediction of the quality of 

rice in rice mill with improved accuracy rate. 
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Tables and Figures 

 

Table 1. Comparison of SVM and D-Tree Classifier for predicting the quality of rice in rice mills with improved 

accuracy rate. The accuracy rate of SVM is 91.0 and D-Tree is 92.7. 

  

 

S.No. 

 

 

Test Size 

ACCURACY RATE 

Support Vector Machine 

(SVM) Classifier 

Decision Tree (D-Tree) 

Classifier 

1 Test1 90.344 92.004 

2 Test2 91.083 92.031 

3 Test3 91.075 92.675 

4 Test4 90.192 92.192 
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5 Test5 91.014 91.484 

6 Test6 91.012 91.872 

7 Test7 91.083 91.483 

8 Test8 91.094 92.394 

9 Test9 91.093 92.493 

10 Test10 90.393 92.393 

Average Test Results 91.0 92.7 

 

Table 2. The statistical calculation such as Mean, standard deviation and standard error Mean for SVM and D-

Tree. The accuracy rate parameter used in the t-test. The mean accuracy rate of SVM is 91.0 and D-Tree is 92.7. 

The Standard Deviation of SVM is 1.92394 and D-Tree is 0.22843. The Standard Error Mean of SVM is 

0.93494 and D-Tree is 0.12948. 

Group N Mean 
Standard 

Deviation 

Standard 

Error Mean 

  

ACCURACY 

DECISION TREE (D-

TREE) 
10 92.7 0.22843 0.12948 

SUPPORT VECTOR 

MACHINE (SVM) 
10 91.0 1.92394 0.93494 

 

Table 3. The statistical calculations for independent samples test between SVM and D-Tree. The significance 

level for signal to noise ratio is 0.035. Independent samples T-test is applied for comparison of SVM and D-

Tree with the confidence interval as 95% and level of significance as 0.2323. 

  

Group 

 Levene's 

Test for 

Equality 

of 

Variance

s 

  

t-test for Equality of Means 

  

  

F 
Sig

. 
t df 

Sig. 

(2-

tailed

) 

Mean 

Differenc

e 

Std. 

Error 

Differenc

e 

95% 

Confidenc

e Interval 

(Lower) 

95% 

Confidenc

e Interval 

(Upper) 
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Accurac

y 

Equal 

variance

s 

assumed 

9.0

2 
0.035 

18.3

9 
18 .001 12.9823 0.87655 12.72342 15.83455 

Equal 

variance

s not 

assumed 

    
12.3

3 

14.6

7 
.001 12.0233 0.12497 10.34444 13.01246 

 

 

 
Fig. 1. Simple Bar graph for SVM Classifier accuracy rate is compared with D-Tree Classifier. The SVM 

Classifier is higher in terms of accuracy rate 91.0 when compared with D-Tree Classifier 92.7. Variable results 

range from 80 lower to 90 higher SVM Classifier where D-Tree Classifier standard deviation ranges from 90 

lower to 100 higher. There is a significant difference between the SVM Classifier and D-Tree Classifier (p<0.05 

Independent sample test). X-axis: D-Tree Classifier accuracy rate vs. SVM Classifier Y-axis: Mean accuracy 

rate for identifying keywords ± 1 SD with 95 % CI. 

 


