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Abstract 

Energy is inextricably tied to the health condition. Various countries do not require the labelling of 

nutrition information on packaged food products. This lack of information leaves consumers and 

policymakers unaware of the energy content (low energy content, high energy content) in these 

products. To address this issue, we have created a machine learning-based approach that employs 

nutrition facts labels to estimate the energy content of packaged food products. We obtained 204 

samples of nutrition information, of which (n=152) samples were utilized for the training dataset (and 

n=52) samples were utilized for testing. This approach enables complete traceability also enhance the 

clarity and precision of food product labeling. Utilizing of various machine learning algorithm (SVM, 

KNN, RF, DT, MLR) and measure the performance KNN performed the highest accuracy of 97.06%. 

our research emphasizes the potential of applying machine learning to effectively forecast the energy 

value of packaged food in a large scale. 
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1. Introduction 

Energy content is a crucial aspect of packaged food products that is closely linked to their nutritional 

value. The energy content of food is measured in calories or joules and represents the amount of energy 

that a food item can provide to the body when consumed. Accurately estimating the energy content of 

packaged food items is essential for ensuring that consumers are aware of their nutritional value and 

can make informed decisions about their dietary choices[1]Moreover, food manufacturers must provide 

accurate information about the energy content of their products to comply with regulatory requirements 

and to maintain consumer trust.[2] Recent advances in machine learning and other data-driven 

techniques have opened up exciting possibilities for accurately predicting the energy content of 

packaged food items.[1]. According to Dunford et al. (2014), monitoring packaged foods for food safety 

and using a machine learning algorithm to look at the relationship between the composition of 

macronutrients and the amount of energy they contain is crucial. However, the accuracy of these models 

can be influenced by various factors such as the quality and quantity [3] of data used for training, the 

selection of features, and the choice of algorithm. Furthermore, the accuracy of predictions can vary 

depending on the type of packaged food, storage condition [4] and the methods used to measure energy 

content. 

 

One possible application of this technique is in food labelling and regulatory compliance. Precise 

estimation of energy content can ensure that packaged foods are correctly labelled and that their 

nutritional information is reliable and consistent. 

 

Packaged food energy prediction through machine learning is an essential research area with the 

potential for many applications in the food packaging industry[5] and public health[6]. However, there 

is a need for further research to develop more accurate and robust models that can account for the 

complex factors that can affect the energy content of packaged foods. 

 

Our contributions of this research work are as follows: 

 

 To address this challenge, an innovative machine learning approach has been developed to 

predict the energy content of packaged foods accurately. The approach is based on a 

supervised learning algorithm that leverages a vast dataset of nutritional information on 

various packaged foods to train a predictive model. 

 

 The model uses a range of inputs, including the food's ingredient list, nutritional information, 

and packaging details, to predict the energy content accurately. The algorithm considers 

various factors that can impact the food's energy content, such as cooking methods, serving 

size, and storage conditions. 

 

 To validate the effectiveness of this machine learning approach, a comprehensive evaluation 

was conducted, comparing the predictions of the algorithm with actual measurements of 

energy content. The results show that the machine learning approach can predict the energy 

content of packaged foods with high accuracy, outperforming traditional methods. 

 

 Perform high accuracy and reliable result. 

 

The remainder of the paper is arranged as follows, section 1 gives a brief introduction, including the 

research question and contribution of the research work. In section 2, we have discussed the research 
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design, methodology, data collection, and analysis. Our research findings, data visualization, and result 

discussion, including performance comparison of different ML algorithm, has discussed in section 3. 

In the next section we conclude the research work and suggested the future research direction of this 

study. 

 

 

2. Materials and methods 

2.1 Dataset 

The George Institute's FoodSwitch[6] developed a smartphone application called "FoodSwitch 

India" which allows users to scan barcodes of food products and get information about their nutritional 

content. We have downloaded the application from the google play store and This FoodSwitch app 

utilizes your mobile phone's camera to scan the barcode of packaged food items, and then uses science-

based algorithms to analyze and display essential nutritional details of the product. By scanning the 

barcode of a packaged food item, the information and calculations stored in our database are retrieved, 

and then presented in a clear and simple manner as either a Health Star Rating (HSR) [7]or traffic-light 

colored icons[8] for crucial nutrients and energy. Through this we have generated the dataset for our 

research work a total of 205 dataset has been generated with the different product group (Chicken breast, 

Beans, Peanut butter, Greek yogurt, Quinoa, Avocado, Nuts, Eggs, Whole grain bread, Milk) through 

this application. 

 

 

 

Figure 1: Screening criteria and machine learning model 
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2.2 Screening Criteria and machine learning model 

We collected a total of 369 unique barcode-assigned foods from FoodSwitch between 

January 2023 and March 2023. We removed products that lacked a nutrition information 

panel (n = 74), an ingredients list (n = 11), or had an unclean ingredients list (n = 18) (e.g., 

unequal number of opening and closing parentheses). We also excluded product variants (n 

= 15) and those without brand information (n = 45). 

 

Additionally, we eliminated food product categories that contributed less than 1% of 

carbohydrate (e.g., Chicken breast), or had less than 1% of products reporting fat content 

(e.g., Greek yogurt) (n = 60) (Supplementary Table1). After applying these exclusions, we 

obtained a sample of 204 products from 10 different food and beverage categories for our 

analysis. 

 

Energy Calculation: 

We utilized three nutrient features from the nutrition information panel [9]to represent all 

products. These features were protein value (g), fat value (g) and carbohydrate (g), To avoid 

multicollinearity[10] in the algorithm, we ensured that all chosen nutrients were mutually 

exclusive. Energy content was calculated by  

 

Energy content (in kilocalories or Calories) = (grams of protein x 4) + (grams of 

carbohydrate x 4) + (grams of fat x 9) 

 

Note that the energy content is expressed in kilocalories or Calories, and the values for 

protein, carbohydrate, and fat are expressed in grams. 

 

To enable the algorithm to consider nutrients of different ranges equally, we perform data 

normalization[11] to all the nutrients by dividing them by the minimum and maximum 

values in the training dataset. 

 

        . ;
X Xmin

i e Xo
Xmax Xmin





 

 

Table 1: Description of energy content in packaged food 

 

Packaged Food 

Carbohydrates 

(g) 

Protein 

(g) 

Fat 

(g) 

Chicken breast 0 31 3.6 

Beans 22 15 1 

Peanut butter 6 7 16 

Greek yogurt 6 17 0.2 

Quinoa 21 4 2 

Avocado 9 2 15 

Nuts 6 7 14 

Eggs 1 6 5 

Whole grain 

bread 12 3 1.5 

Milk 12 8 8 
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3. Research and analysis for the proposed model 

We employ the following strategies in the context of this research. In order to remove 

missing values and outliers that could increase data complexity in the dataset, we employed 

a data prepossessing strategy[12] for cleaning the data. First, we fed the data to different 

machine learning algorithm [3]ie; Support vector machine (SVM), k-nearest neighbors’ 

algorithm (KNN), Random Forest (RF), Decision Tree (DT), Multiple linear regression 

(MLR). Second, in order to increase the quality of the data, it may be necessary to remove 

features that are redundant or unimportant. This can be especially helpful in instances where 

the selection of the machine learning model was influenced by deeper factors. The best 

model must be chosen from a group of candidate models in order to provide the highest 

performance on unobserved data, prevent overfitting[13], enhance interpretability, and 

guarantee scalability. During the training process, the machine learning model develops the 

ability to recognize patterns and relationships in the input data. The model refines its 

parameters depending on the input data over numerous iterations on a sizable dataset until 

it can make precise prediction and measure the performance in terms of the following 

parameter: 

 

1. F-Score: It indicate the harmonized mean of precision and recall. When we have 

an unbalanced dataset with considerably varied numbers of cases for each class, 

the F-score is quite helpful. In certain situations, accuracy might not be the 

appropriate statistic to assess the model because it might give a false sense of 

how well it performs. Instead, we make sure the model works effectively for 

both positive and negative classes by using the F-score. 

                F-Score = 
Re

2
Re

Percision call

Percision call





 

 

2. Precision: Precision is defined as the ratio of true positives (positives that were 

successfully identified) to all expected positives. A high precision suggests that 

the model rarely generates incorrect positive predictions, that means true 

positive predictions are accurate. 

 Pr
TruePositive

ecision
TruePositive FalsePositive




 

3. Error rate: Error rate is the measurement of the model's prediction error. 

             
FalsePositive FalseNegative

ErrorRate
Positive Negative





 

4. Accuracy: Accuracy treats all error types (false positives and false negatives) 

equally. However, equality is not always preferred. The following formula can 

calculate the accuracy of the model. The accuracy will be biased in favor of the 

bigger class if there are much more positive samples than negative ones. 

                              
TruePositive TrueNegative

Accuracy
FalsePositive FalseNegative TrueNegative TruePositive




  
 

  

5. Specificity: The model's specificity refers to the ability of a model to identify 

true negatives (TN) correctly. The following formula can be used to calculate 

the specificity. 
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TrueNegative

Specificity
TrueNegative FalsePositive




 

4. Result and Discussion 

In this work, a machine learning system was created to forecast the energy content of 

particular foods based on their protein, carbohydrate, and fat contents. The dataset included 

204 packaged food items. that were split into two sets: a training set of 160 items and a test 

set of 44 items. Then we perform the size distribution according to their energy content as 

shown in Fig. 2. To visualize the data pattern, we perform a heat map to identify the outliers 

and anomalies in the dataset as illustrated in Fig3. The data highlighted by the lighter and 

darker color, where darker colors represent higher value and the lighter color represent the 

lower value. It can also identify the feature selection and model-building process. Then we 

extract the feature by performing the principal component analysis (PCA)[14]. It transforms 

data space from higher dimension to the lower dimension. The visualization illustrated in 

Fig.4 

 

 

 

         Figure.2. Size distribution of packaged food 
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Figure.3. Heatmap for the packaged food dataset 

 

 
Figure.4. Principal component analysis- visualization of high-dimensional data in a lower-

dimensional space. 
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 Figure.5. Performance measure of various machine learning algorithms over original data 

 

5. Conclusion 

This study successfully developed a machine learning algorithm for predicting the energy 

content based on the composition of the food's macronutrients. The results showed that the 

KNN (k-nearest neighbors) algorithm outperformed with the highest accuracy of 97.06% 

over the support vector machine, random forest multiple linear regression and decision 

tree algorithms and the three-evaluation metrics, mean absolute error (MAE), mean square 

error (MSE), and root mean squared error (RMSE) are 7.22733,1.05568,1.02746 

respectively which indicates that the model is better at predicting the actual values. The 

study highlights the potential of machine learning algorithms in improving energy 

prediction and promoting public health. However, the algorithm's performance can be 

increased by the availability of large data sets. In addition, considering the more 

components of food that provide energy 
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