
Section A-Research paper Predicting online rummy game mental disorder caused in youngsters  

using Deep belief network compared over support vector machine with                        

improved accuracy. 

 

Eur. Chem. Bull. 2023, 12 (S1), 4868 – 4874                                                                                                    4868  

 

 

 

 

 

PREDICTING ONLINE RUMMY GAME MENTAL 

DISORDER CAUSED IN YOUNGSTERS USING DEEP 

BELIEF NETWORK COMPARED OVER SUPPORT 

VECTOR MACHINE WITH IMPROVED 

ACCURACY. 

 
 

K.Mohan Krishna
1
, S. Subbiah

2* 

 

Article History: Received: 12.12.2022 Revised: 29.01.2023 Accepted: 15.03.2023 

 
Abstract 

 

Aim:Predicting online rummy game mental disorder caused in youngsters using Deep belief network 

compared over support vector machine with improved accuracy. 

Materials and Methods:The Deep belief network(N=10) and support vector machine Algorithm 

(N=10) these two algorithms are calculated by using 2 Groups and I have taken 20 samples for both algorithm 

and accuracy in this work.  

Results: Based on the Results Accuracy obtained in terms of accuracy is identified by Deep belief 

network algorithm (65.3%)over support vector machine algorithm(75.9%).Statistical significance difference 

between Deep belief network algorithm and support vector machine Algorithm was found to be 0.220 (p<0.05). 

Conclusion: The Prediction online rummy game mental disorder caused in youngsters using Deep belief 

network when compared with support vector machine algorithm. 
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1. Introduction 

                                        
   The huge arrangement of utilizations is utilized 

as transient datasets,which produces datasets with 

the progression of time. Each period of these 

datasets portray the attributes of assembled objects 

or then again an arrangement of related things. Like 

in our regular routine, different sorts of wellsprings 

of transient datasets like credit exchanges, clinical, 

individual, instructive, modern, monetary and so on 

are all worldly datasets (Ammerman and Cavalli-

Sforza 2014). For instance, consider the 

information base of workers in an instructive 

foundation that can be connected to a huge number 

of fleeting traits like month to month 

compensation, address, allocated courses, phone 

number, assignment and so forth Given the image 

of these transient datasets, investigation is 

performed on these datasets to carry out grouping 

with the objective of tracking down the essential 

gathering of items by utilizing regulated or solo 

way (Gupta et al. 2012). Each gathering can be 

indicated as a local area. By dissecting these items 

from the transient dataset, we can recognize and 

break down that these networks are creating, 

contracting, parting or incorporating with one 

another (Browning 2014). By far most of the things 

inside the local area follow relative creating 

designs and their routineness characterizes the 

developmental patterns of the local area. The 

erratic results against the local area are viewed as 

exceptions in their examples and routineness, so 

the discovery and characterization of these 

anomalies are testing assignments in information 

handling procedures (Berry and Linoff 2004). In 

any case, developmental conduct of the specific 

article is not quite the same as the normal 

transformative conduct of its local area by some 

measure. So the idea of transformative conduct of 

these dataset can be seen by contracting, extending 

and blending with one another (Huang, Zhu, and 

Siew 2006). Our primary reason for this 

exploration work is to identify such sporadic 

articles as Evolutionary Community Anomalies 

ECO utilizing AI calculations by giving them a 

couple of gathering objects from the worldly 

dataset. 

  

                                                                                                     

In Last 5 years 2017-2021 the Google Scholar has 

published more than 196 papers and the IEEE 

published more than 200 papers about online 

rummy games. The analysis of Deep belief network 

Algorithm and support vector machine Algorithm 

in high performance efficiency has been made 

using an experimental approach. My study opinion 

is the efficient prediction of online rummy games 

using a compershive of the support vector machine 

Algorithm (Binev et al. 2010). 

 

The Accuracy of existing research is not properly 

existing in the system. The existence of the 

experiment is totally and the improvement of 

accuracy of a proposed algorithm system 

compared the existing model by improving. To 

overcome these issues a support vector machine 

algorithm is implemented to improve online 

rummy games by comparing the proposed one 

with a Deep belief network Algorithm.Our team 

has extensive knowledge and research experience  

that has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar 

et al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et 

al. 2022; Nagarajan et al. 2022; Deena et al. 2022) 

Now by the Above two Machine Algorithms that 

we have taken their own Advantages and 

Disadvantages in the Current survey. On applying 

Deep belief network Algorithm Memory to the 

Dataset followed by Performing Observations 

using a support vector machine and the results were 

plotted on a graph then these two techniques are 

compared based on the Result (Y.-L. Zhao et al. 

2014). Finally getting the best algorithm for 

predicting. 

2. Materials and Methods 

             

The research work is carried out in the Machine 

Learning laboratory lab at Saveetha School of 

Engineering, Saveetha Institute of Medical and 

Technical Sciences, Chennai. The sample size has 

been calculated using the GPower software by 

comparing both of the controllers in Supervised 

learning . Two numbers of groups are selected for 

comparing the process and their result. In each 

group, 10 sets of samples and 20 samples in total 

are selected for this work. The pre-test power 

value is calculated using GPower 3.1 software (g 

power setting parameters: statistical test 

difference between two independent means, 

α=0.05, power=0.80, Two algorithms (Deep 

belief network Algorithm and support vector 

machine Algorithm) are implemented using 

Technical Analysis software. In this work, no 

human and animal samples were used so no 

ethical approval is required. 

 

The data in this dataset explains about the online 

game predictions performed in different websites 

attended using game prediction.com by keeping 

threshold 0.05 and G power 80%, confidence 

interval 95% and enrollment ratio as 1. In this 

https://paperpile.com/c/qI9WGl/9Pnnm
https://paperpile.com/c/qI9WGl/9Pnnm
https://paperpile.com/c/qI9WGl/DW5zh
https://paperpile.com/c/qI9WGl/9RhF1
https://paperpile.com/c/qI9WGl/qR4eu
https://paperpile.com/c/qI9WGl/DxRnY
https://paperpile.com/c/qI9WGl/DxRnY
https://paperpile.com/c/qI9WGl/hmwpc
https://paperpile.com/c/qI9WGl/CYDV+zC8S+MUWp+kAeV+dfdE+8Hf6+Z0sV+UnLu+UTlx+RsJx
https://paperpile.com/c/qI9WGl/CYDV+zC8S+MUWp+kAeV+dfdE+8Hf6+Z0sV+UnLu+UTlx+RsJx
https://paperpile.com/c/qI9WGl/CYDV+zC8S+MUWp+kAeV+dfdE+8Hf6+Z0sV+UnLu+UTlx+RsJx
https://paperpile.com/c/qI9WGl/CYDV+zC8S+MUWp+kAeV+dfdE+8Hf6+Z0sV+UnLu+UTlx+RsJx
https://paperpile.com/c/qI9WGl/CYDV+zC8S+MUWp+kAeV+dfdE+8Hf6+Z0sV+UnLu+UTlx+RsJx
https://paperpile.com/c/qI9WGl/V43BR
https://paperpile.com/c/qI9WGl/V43BR
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dataset we have information about online game 

about total  prediction in websites The first format 

provides information about the Types of items 

and. The second format provides information 

about sales in a company . The statistical 

comparison of the online game prediction using 

two sample groups was done through SPSS 

version 21.0. Analysis was done for mean, 

standard deviation, independent sample T-test. 

The dataset named ONLINE GAME is 

downloaded from google 

https://archive.ics.uci.edu/ml/datasets/Abscisic+A

cid+Signaling+Network 

 

Deep Belief Network Algorithm 

In AI, a profound conviction network is a 

generative graphical model, or on the other hand a 

class of profound neural organization, made out of 

numerous layers of dormant factors, with 

associations between the layers however not 

between units inside each layer. 

 

Pseudocode Deep Belief Network 

Step 1.Begin 

Step 2.Set visible units to a training dataset. 

Step 3.For m=1to max iterations 

Step 4.For n=1 to a size training data 

Step 5.Update all hidden units 

Step 6.Update all visible units to get model dataset 

Step 7.Update all hidden units again 

Step 8.Udate weights and biases 

Step 9.Select another training dataset 

Step 10. end 

                                                                                                              

Support Vector Machine Algorithm 

Support vector machine is a managed AI 

calculation utilized for both characterization and 

relapse.The goal of support vector machine 

calculation is to find a hyperplane in a N-layered 

space that particularly arranges the important items. 

The component of the hyperplane relies on the 

quantity of highlights. 

 

Pseudocode support vector machine: 

1.candidateSV = { closest pair from opposite 

classes}  

2.while there are violating points do 

3.Find a violator 

4.candidateSV=U candidateSVS 

5.violator 

6.if any a, <0 due to addition of c to S then 

candidateSV = candidateSV\P repeat till all such     

points are pruned 

7.end if 

8.end while 

 

Statistical Analysis 

SPSS software is used for statistical analysis of 

novel approaches on efficient prediction of online 

rummy games using Deep belief network compared 

over support vector machine with improved 

accuracy. The independent variable is LSTM 

accuracy and the dependent variable is efficiency. 

The independent T test analyses are carried out to 

calculate the accuracy of the LSTM for both 

methods. 

 

3. Results  

 

Below Table shows the simulation result of 

proposed Deep belief network algorithm  and the 

existing system  support vector machine were run 

at different times in the google colab with a 

sample size of 10. From the table, it was observed 

that the mean accuracy of the Machine learning 

Algorithms like Deep belief network algorithm 

was 80.91% and the support vector machine 

algorithm was 69.88%. 

The Mean, Standard Deviation and Standard 

Error Mean were calculated by taking an 

independent variable T test among the study 

groups. The Deep belief network algorithm 

produces a significant difference than the support 

vector machine algorithm with a value of 0.220 

and effect size=1.612. 

Table 2 represents the Mean of Deep belief 

network algorithm which is better compared with 

the support vector machine algorithm with a 

standard deviation of 0.71799 and 0.73395 

respectively. From Deep belief network algorithm 

and support vector machine algorithm[(M. Zhao 

et al. 2016)] in terms of mean and accuracy. The 

mean results, the Deep belief network algorithm 

(80.91%) gives better accuracy than the support 

vector machine algorithm (69.88%). Figure 1 

gives the comparison chart of Deep belief 

network accuracy of the support vector machine 

algorithm is better than support vector machine. It 

is therefore, conclusive that LSTM performs 

better than support vector machine. The resultant 

plots are shown below in figure. The figure has 

been placed at the end of the paper (Pedrycz and 

Chen 2017). 

 

4. Discussion 

                                                                                                           
Deep belief network and support vector machine 

algorithms are implemented and compared for 

online rummy games Prediction to improve the 

accuracy by review prediction[(Sonka, Hlavac, and 

Boyle 1993)]. From obtained results it is concluded 

that the Deep belief network algorithm provides 

better accuracy results compared to the support 

vector machine algorithm. 

 

In the recent survey, The work shown in this paper 

is related to the field of local area likeness 

https://paperpile.com/c/qI9WGl/ZEFfE
https://paperpile.com/c/qI9WGl/ZEFfE
https://paperpile.com/c/qI9WGl/I24xZ
https://paperpile.com/c/qI9WGl/I24xZ
https://paperpile.com/c/qI9WGl/LLTSe
https://paperpile.com/c/qI9WGl/LLTSe
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coordinating and anomalies' identification utilizing 

AI calculations for moving along grouping and 

characterization[(Naccache 2012)]. Profoundly 

dangerous conduct of local area matching shows up 

when we attempt to coordinate numerous groups 

into a solitary bunch [(Pradhan et al. 2018)].In this 

paper, we proposed another strategy for anomalies' 

discovery, arrangement and expulsion, which 

depends on AI calculations to work on the 

productivity of exceptions' discovery. The primary 

spotlight is on ECO anomalies, which are an 

extraordinary kind of anomalies' class present in 

the local area datasets (Buttcher, Clarke, and 

Cormack 2016). These anomalies abuse the normal 

transformative conduct among the greater parts of 

gatherings of items in a local area. The most 

provoking obstacle to providing food during 

information preprocessing is that the two 

exceptions and local area development designs are 

unidentified and their arrangement is a 220 testing 

step (Pradhan et al. 2018). We have proposed a 

productive and upgraded strategy which is utilized 

to coordinate, identify, characterize and eliminate 

ECO. The methodology utilized in this paper 

depends on two AI calculations: support vector 

machine and LR in series after information 

preprocessing to effectively distinguish, group and 

eliminate ECO from information. Far reaching 

investigates different sorts of information were 

performed, which shows that the proposed 

approach is exceptionally viable and precise in 

recognizing critical local area anomalies 

(Sornlertlamvanich, Chawakitchareon, and 

Hansuebsai 2018). As there are various examples 

of anomalies in various areas, so in future those 

different local area exceptions can be distinguished 

and eliminated to improve information. 

 

From the above discussion, only a few articles 

ensure that they provide better performance than 

the proposed Deep belief network and support 

vector machine algorithm for improving accuracy 

of ddos attack in a network prediction.So, we can 

infer that the proposed Deep belief network and 

support vector machine algorithm can be used to 

improve the accuracy[(Perner 2017)].The future 

scope of proposed work will be Predicting online 

rummy game mental disorder caused in 

youngsters using class labels  for lesser time 

complexity. 

 

5. Conclusion 

 

Predicting online rummy game mental disorder 

caused in youngsters using Deep belief network 

compared over support vector machine with 

improved accuracy.The work Deep belief network 

algorithm Prediction to be proved with better 

accuracy of 80.91% when compared to support 

vector machine accuracy is 69.88%. 
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TABLES AND FIGURES 
 

Table 1. Accuracy Values for DBN and KNN 

S.NO DBN support vector machine 

1 90.10 87.82 

2 85.00 83.20 

3 87.50 85.60 

4 90.10 86.00 

5 89.40 87.82 

6 90.10 87.82 

7 88.30 85.00 

8 86.10 86.70 

9 90.10 85.50 

10 88.40 87.82 

 

Table 2. Group Statistics Results-DBN has an mean accuracy (90.1800%), std.deviation (5.900), whereas 

for support vector machine has mean accuracy (87.82%), std.deviation (5.71). 

Group Statistics 

 

 

Accuracy 

 Groups N Mean Std deviation 
Std. Error 

Mean 

DBN 10 90.180        5.900 2.638 

SVM 10 87.820 5.710 2.553 

 

Table 3. Independent Samples T-test - DBN seems to be significantly better than support vector machine 

(p=0.99) 

 

 

 

Accuracy 

Independent Samples Test 

Levene’s Test for Equality of Variances T-test for Equality of Means 

F Sig t df 
Sig(2-

tailed) 

Mean 

Difference  

Std.Error 

Difference 

95% Confidence 

Interval of the 

Difference 
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Lower Upper 

Equal 

variances 

assumed 
0.000 0.985 

0.643 8 .538 2.3600 3.672 
-

6.10803 
10.82803 

Equal 

variances not 

assumed 

0.643 7.991 .538 2.3600 3.672 
-

6.10960 
10.82960 

 

 

 
Fig. 1. Bar Graph Comparison on mean accuracy of DBN (90.18%) and KNN (87.82%).    X-axis: DBN, KNN, 

Y-axis: Mean Accuracy with   1 SD. 

 


