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Abstract 

 

Aim: The aim of the research article is to improve the accuracy of movie recommendation systems using a 

novel Random forest (RF) algorithm in comparison with a Naive Bayes (NB) algorithm. Materials and methods: 

The dataset used in this paper was collected from the Movie lens database. The sample size for the movie 

recommendation system was sample 20 (Group 1 = 10 and Group 2 = 10) and the calculation was performed 

utilizing G-power 0.8 with alpha and beta qualities of 0.05 and 0.2 with a confidence interval of 95%. The 

movie recommendation system is performed by the Random forest (RF) classifier with a number of samples 

(N=10) and Naive Bayes (NB) model with a number of samples (N=10).  

Results: The Random forest (RF) classifier has a 94.30 percent higher accuracy rate when compared to the 

accuracy rate of the Naive Bayes (NB) model, which is 82.56 percent. The study has a significance value of 

p=0.037.  

Conclusion: The Random forest (RF) classifier provides better outcomes in terms of accuracy rate when 

compared to the Naive Bayes (NB) model for movie recommendation systems. 
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Machine Learning.   

 

1Research Scholar, Department of Computer Science and Engineering, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical Sciences, Saveetha University, Chennai, Tamilnadu, India, 

Pincode:602105. 
2*Project Guide,  Department of Computer Science and Engineering, Saveetha School of Engineering, Saveetha 

Institute of Medical and Technical Sciences, Saveetha University, Chennai, Tamilnadu, India, Pincode:602105. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Movie Recommendation Systems Using Random  

Forest And Comparing Prediction Accuracy With                                                   Section A-Research paper 

Naïve Bayes Based Collaborative Filtering 

 

 

 

  

Eur. Chem. Bull. 2023, 12 (S1), 4425 – 4433                                                                                                   4426  

 

1. Introduction 

 

Many E-commerce websites and applications, such 

as YouTube and Netflix, now include a 

recommendation system (Jannach and Zanker 

2022). The main goal of the recommendation 

engine is to estimate which products the user would 

be concerned about. The majority of 

recommendation systems are being researched 

using content-based and collaborative 

methodologies. However, scalability, data sparsity, 

overspecialization, and cold-start issues plague 

these systems, resulting in low-quality 

recommendations and coverage (Khan, Chan, and 

Chua 2019). In this study, a novel Random forest 

(RF) approach for a movie recommendation system 

is developed, and the results are compared to the 

Naive Bayes (NB) algorithm (H.-R. Zhang, Min, 

and He 2014).Recommendation systems are 

extensively employed in e-commerce, social media 

sites, Tourism, Digital advertising, and a variety of 

other industries, and they have higher impacts and 

prospects(Alhamid et al. 2016; Klašnja-Milićević 

et al. 2018; Ayata, Yaslan, and Kamasak 2018). 

 

Over the last five years, the researchers have 

created several alternative methodologies and 

strategies for movie production recommendation 

systems. There are 175 research publications on 

IEEE Xplore, and 196 articles on Google Scholar. 

The major discussion on Novel Bayes and Hidden 

Bayes took place in another paper(Adomavicius 

and Kwon 2007). How they can give you a leg up 

on what you're doing now. In another paper(Jiang, 

Zhang, and Cai 2009), a method is proposed that 

shows how the Naive Bayes approach for text 

categorization can be improved.Another paper(W. 

Zhang and Gao 2011) discusses how they generally 

fail to match information content and proposes a 

model that learns word representations containing 

semantic conditions data as well as rich emotion 

content using a combination of unsupervised and 

supervised techniques. Matrix decomposition was 

introduced into the tree structure in(Karimi et al. 

2013), and it was used to speed up tree creation and 

forecast tree node ratings. The authors of(H.-R. 

Zhang and Min 2016) present a paradigm for 

developing recommender systems that blends 

three-way decision with Random Forests. To plot 

user recommendations for items, a three-way 

decision was introduced: "recommend," "not 

recommend," or "actively consult the user" for his 

or her preference.The authors of(Theocharous, 

Thomas, and Ghavamzadeh 2015) offer a 

framework for Personalized Ad Recommendation 

(PAR) systems that uses reinforcement learning to 

develop optimal policies. To learn a PAR policy 

quickly, Random Forest regression is employed. 

Ajesh et al.(Ajesh, Nair, and Jijin 2016) suggested 

a system that employs clustering and random forest 

as multilevel techniques to forecast suggestions 

based on(Shah, Parikh, and Deshpande 2016)user 

ratings while focusing on the users' mindset and 

current trends. M Shah et al.(Shah, Parikh, and 

Deshpande 2016) propose a movie 

recommendation system based on latent graph 

properties in highly randomized trees Our team has 

extensive knowledge and research experience  that 

has translated into high quality publications(K. 

Mohan et al. 2022; Vivek et al. 2022; Sathish et al. 

2022; Kotteeswaran et al. 2022; Yaashikaa, 

Keerthana Devi, and Senthil Kumar 2022; 

Yaashikaa, Senthil Kumar, and Karishma 2022; 

Saravanan et al. 2022; Jayabal et al. 2022; 

Krishnan et al. 2022; Jayakodi et al. 2022; H. 

Mohan et al. 2022). 

 

The major drawback with the existing Naïve Bayes 

(NB) method is that it has cold start and data 

sparsity problems. Recommended systems might 

not be able to provide accurate predictions when 

there is not a significant amount of data to work 

with. This research proposes a novel movie 

recommendation system based on the Random 

Forest (RF) algorithm with collaborative filtering 

to solve this drawback. In comparison to the NB 

algorithm, the experimental findings reveal that the 

suggested RF algorithm provides a dependable 

model that is accurate and generates more 

personalized movie recommendations. 

 

2. Materials and Methods 

 

The study was carried out at Saveetha School of 

Engineering. The segmentation dataset was 

collected from the Movie Lens repository. This 

research uses two different methods: the new 

Random Forest and the Naive Bayes. It entails two 

sample sets of ten samples each and a total of 

twenty samples, with a pretest power of 0.8. The 

test size for training the RF is around 20% of the 

whole dataset, with the remaining 80% utilized for 

the training dataset. For the movie recommendation 

system, Python software is used to obtain the 

results. Using earlier findings from (Khanvilkar 

and Vora 2018) at clinicalc.com, the sample size 

was calculated by setting the threshold at 0.05, G 

power at 80%, and confidence interval at 95%. 

 

 

 

 

 

Naive Bayes  

https://paperpile.com/c/YUEKAv/1Lggz+qCwyi+NxNq2
https://paperpile.com/c/YUEKAv/1Lggz+qCwyi+NxNq2
https://paperpile.com/c/YUEKAv/qCxQu
https://paperpile.com/c/YUEKAv/qCxQu
https://paperpile.com/c/YUEKAv/b5YaS
https://paperpile.com/c/YUEKAv/b5YaS
https://paperpile.com/c/YUEKAv/sBZ5n
https://paperpile.com/c/YUEKAv/sBZ5n
https://paperpile.com/c/YUEKAv/gz8Sv
https://paperpile.com/c/YUEKAv/gz8Sv
https://paperpile.com/c/YUEKAv/y5D0i
https://paperpile.com/c/YUEKAv/y5D0i
https://paperpile.com/c/YUEKAv/gN2Zf
https://paperpile.com/c/YUEKAv/gN2Zf
https://paperpile.com/c/YUEKAv/WtQsn
https://paperpile.com/c/YUEKAv/OQGD
https://paperpile.com/c/YUEKAv/OQGD
https://paperpile.com/c/YUEKAv/OQGD
https://paperpile.com/c/YUEKAv/qFMG+dVhG+8sKZ+zyPl+TuIZ+CCpQ+1XMc+l5Xi+4Cj2+BgYI+sUuU
https://paperpile.com/c/YUEKAv/qFMG+dVhG+8sKZ+zyPl+TuIZ+CCpQ+1XMc+l5Xi+4Cj2+BgYI+sUuU
https://paperpile.com/c/YUEKAv/qFMG+dVhG+8sKZ+zyPl+TuIZ+CCpQ+1XMc+l5Xi+4Cj2+BgYI+sUuU
https://paperpile.com/c/YUEKAv/qFMG+dVhG+8sKZ+zyPl+TuIZ+CCpQ+1XMc+l5Xi+4Cj2+BgYI+sUuU
https://paperpile.com/c/YUEKAv/qFMG+dVhG+8sKZ+zyPl+TuIZ+CCpQ+1XMc+l5Xi+4Cj2+BgYI+sUuU
https://paperpile.com/c/YUEKAv/qFMG+dVhG+8sKZ+zyPl+TuIZ+CCpQ+1XMc+l5Xi+4Cj2+BgYI+sUuU
https://paperpile.com/c/YUEKAv/qFMG+dVhG+8sKZ+zyPl+TuIZ+CCpQ+1XMc+l5Xi+4Cj2+BgYI+sUuU
https://paperpile.com/c/YUEKAv/qFMG+dVhG+8sKZ+zyPl+TuIZ+CCpQ+1XMc+l5Xi+4Cj2+BgYI+sUuU
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The Bayes theorem is used to create a probabilistic 

classifier with features that are independent of each 

other. Each attribute is thought to influence the 

likelihood that a given test instance belongs to a 

specific class. We can use Bayes theorem to 

calculate the conditional distribution of correctly 

predicting a class provided a feature. 

 𝑃 𝐶|𝐴 = 𝑃(𝐴|𝐶) ∗
𝑃(𝐶)

𝑃(𝐴)
         (1) 

Where P(C/A) – Posterior Probability, P(A/C) – 

Likelihood, P(A) - Prior Probability. 

The higher probability is chosen as the label of the 

review based on the four labels. Four labels are 

Positive, Negative, Over Positive, Over Negative. 

All the reviews are classified and the count for each 

label is determined for building a recommendation 

system. 

  

Pseudocode 

Step 1: Movie recommendation system_Input 

Features 

Step2: Classification output 

Step 3: Function: Naïve Bayes (Input features Var 

= 1…n) 

Step 4: Training dataset for movie recommendation 

system 

Step 5: for each (condition) do 

Step 6: Read the dataset of the efficient predicting 

of movie recommendation system 

Step 7: Compute the Mean and Standard deviation 

in each class 

Step 8: Compute the probability of Input features 

Var1… Var n utilizing gauss density equation 

Step 9: Compute the likelihood for each class 

Step 10: Acquire the maximum probability 

Step 11: End 

Step 12: Return Classification outcomes for 

efficient predicting of movie recommendation 

system 

 

Random forest 

Random Forests(Persson 2015) is a popular 

ensemble learning technique for classification 

problems. It identifies based on the results of the 

countless decision trees it produces during training, 

where the forest output is the mode of the desired 

outcomes from each decision tree. Random Forests 

attempt to average out the number of decision trees 

because trees are known to overfit data due to their 

low bias and high variation. Random Forests create 

decision trees based on random tests of training 

data, reducing deviation in the estimated model, 

improving performance, and preventing overfitting. 

  

Pseudocode 

Input: size of forest (N), condition attributes (C), 

decision attribute (d) 

Output: Classification on motion picture 

recommendation system 

Method: build RandomForest(Input features F = 

1…m) 

Step 1: Create an aggregated training (𝑆𝑡) and 

testing (𝑆𝑒) set  

Step 2: 𝑖 = 0 

Step 3: while (𝑖 < 𝑁) do 

Step 4: shuffle C 

Step 5: 𝑅𝑇𝑖 = 𝑏𝑢𝑖𝑙𝑑𝑅𝑎𝑛𝑑𝑜𝑚(𝑆𝑡, 𝐶, 𝑑) 

Step 6: 𝑖 = 𝑖 + 1 

Step 7: end while 

Step 8: 𝑅𝐹 = {𝑅𝑇0, 𝑅𝑇1, . . . , 𝑅𝑇𝑁−1} 

Step 9: End while 

Step 10: Return Classification outcomes for movie 

recommendation system 

 

Statistical Analysis 

Python software is used to generate the 

results(Sanner 1999). A monitor with a resolution 

of 1024x768 pixels was required to train these 

datasets (10th gen, i5, 12GB RAM, 500 GB HDD). 

NB and RF algorithms are statistically analyzed 

using SPSS software(Hilbe 2004). The mean, 

standard deviation, and standard error mean 

statistical significance between the groups were 

determined using the independent sample t test, 

followed by a comparison of the two groups using 

SPSS software. Accuracy is a dependent variable, 

while RF and NB are independent variables. 

 

3.    Results 

 

The accuracy rate of the RF classifier is compared 

to that of the NB classifier in Figure 1. The RF 

classifier has a higher accuracy rate of 94.30 when 

compared to the NB classifier, which has 82.56. 

The RF classifier is significantly different from the 

NB classifier (p<0.05 independent sample test). On 

the X-axis, RF and NB accuracy rates are plotted. 

Y-axis: Mean accuracy rate for keyword 

identification, ± 1 SD with 95 percent confidence 

interval. Table 1 presents the evaluation metrics of 

the comparison of the RF classifier with the NB 

classifier. The RF classifier has a 94.30 accuracy 

rate, whereas the NB classifier has 82.56 accuracy 

rate. In all parameters, the RF classifier 

outperforms the NB in the recommendation of 

movies, with a higher accuracy rate. 

Table 2 displays the statistical computations for the 

RF and NB classifier, such as mean, standard 

deviation, and standard error mean. In the t-test, the 

accuracy rate parameter is used. The RF classifier 

has a mean accuracy rate of 94.30, while the NB 

classifier has 82.56, respectively. The standard 

deviation of RF is 0.69113 and the NB algorithm is 

1.67839. The standard error mean of RF is 0.32048 

and the NB algorithm is 1.78293. Table 3 shows 

the statistical computations for independent 

samples of RF compared to the NB classifier. The 

https://paperpile.com/c/YUEKAv/XH1nl
https://paperpile.com/c/YUEKAv/97LDI
https://paperpile.com/c/YUEKAv/Lhdc8
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significance value for the accuracy rate is 0.037. 

An independent sample T-test is applied for 

comparison of RF and NB algorithms with a 

confidence interval as 95% and level of 

significance as 0.77838. This independent sample 

test consists of significance as 0.001, significance 

(2-tailed), mean difference, standard error 

difference, and lower and upper interval difference. 

 

4.       Discussion 

 

A comparative study has been presented between 

the Random Forest (RF) and Naïve Bayes (NB) 

models (Joshi et al. 2019). An accuracy analysis 

has been performed to investigate the importance 

of each of the input parameters. RF provides better 

accuracy in output when compared to the NB 

algorithm. The accuracy of the results produced by 

RF is better than the NB method. RF can 

significantly improve classification accuracy and 

time efficiency. This shows that the maximum 

accuracy is obtained quickly in the RF algorithm. 

The RF has an accuracy of 94.30% whereas the NB 

has an accuracy of 82.56%. This study’s resultant 

accuracy was compared with the different existing 

models like pre-computed clustering for movie 

recommendation systems in real-time and the 

model has shown accuracy is 84.7%(Li, Liao, and 

Qin 2014). In(Forsati, Meybodi, and Neiat 2009), 

the authors gave the review of the recommender 

systems using collaborative filtering. Burke's 

study(Burke 2002) was one of the first exploratory 

methods of hybrid RSs. This paper examines the 

benefits and drawbacks of several recommendation 

methods and proposes a taxonomy for categorizing 

the manner in which they interact to produce 

hybrid RSs. The authors of AA Kothari's(Kothari 

and Patel 2015) study the use of unexpected and 

coverage as RS features and quality indicators in 

2015. They claim that unpredictability and 

coverage are better at accounting for the value and 

utility of recommendations than accuracy. The 

movie recommendation system employs a Random 

forest algorithm, which has been demonstrated to 

be 83% accurate(Thomas and Vaidhehi 

2018).Wei1 et al.(Wei et al. 2017) suggested a 

Random forest algorithm-based technique and 

obtained an accuracy of 88.5%. This study, 

however, has significant limitations as well as 

potential research areas. The following are the 

restrictions and future research issues. First, the 

studies were conducted with a tiny dataset, 

resulting in insufficient learning. During data 

gathering for this suggested study, not much 

information was obtained. As a result, this is an 

interesting future research topic in terms of 

continuous data collecting to demonstrate the 

relationship between information and efficiency 

change. Second, because image processing takes a 

lengthy time, the training time was considerable. 

Enhancing training time efficiency in the future by 

optimizing the learning structure is also a viable 

research area. 

 

5.    Conclusion 

 

The proposed model exhibits the Random forest 

and Naïve Bayes algorithms, in which the RF 

algorithm has the highest values. The accuracy rate 

of the RF algorithm is 94.30% higher compared 

with the NB algorithm,which has an accuracy rate 

of 82.56%. The accuracy rate of the RF algorithm 

is efficient when compared with the NB 

algorithm,which has lower values in the movie 

recommendation system. 
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Tables and Figures 

 

Table 1: The evaluation metrics of the RF classifier with the NB classifier has been calculated. The RF classifier 

has a 94.30 accuracy rate, whereas the NB classifier has 82.56, respectively. In all parameters, the RF classifier 

outperforms the NB in the classification of movie recommendation, with a higher accuracy rate. 

SI.No. Test Size 

ACCURACY RATE 

RF NB 

1 Test1 90.23 80.10 

2 Test2 90.54 80.23 
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3 Test3 91.36 80.19 

4 Test4 92.34 80.92 

5 Test5 92.12 81.92 

6 Test6 93.56 81.01 

7 Test7 94.30 81.85 

8 Test8 94.36 82.28 

9 Test9 94.45 82.58 

10 Test10 94.54 82.34 

Average Test Results 94.30 82.56 

  

Table 2: The statistical calculation such as mean, standard deviation and standard error mean for RF and NB 

algorithm. Accuracy rate parameter used in the t-test. The mean accuracy rate of RF is 94.30% and the NB 

algorithm is 86.956%. The Standard Deviation of RF is 0.69113 and the NB algorithm is 1.67839. The Standard 

Error mean of RF is 0.32048 and NB algorithm is 1.78293. 

Group N Mean 
Standard 

Deviation 

Standard Error 

Mean 

 

 

Accuracy 

Rate 

 

NB 

 

10 

 

82.56 

 

1.67839 

 

1.78293 
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RF 

 

10 

 

94.30 

 

0.69113 

 

0.32048 

  

Table 3: The statistical calculations for independent samples test between RF and NB algorithm. The 

significance value for accuracy rate is 0.037. Independent samples T-test is applied for comparison of RF and 

NB algorithm with the confidence interval as 95% and level of significance as 0.38812. This independent 

sample test consists of significance as 0.001, significance (2-tailed), mean difference, standard error difference, 

and lower and upper interval difference. 

 

Group 

 

Levene's 

Test for 

Equality of 

Variances 

 

t-test for Equality of Means 

 

 

F Sig. t df 

Sig. 

(2-

tailed

) 

Mean 

Differen

ce 

Std. 

Error 

Differen

ce 

95% 

Confiden

ce 

Interval 

(Lower) 

95% 

Confiden

ce 

Interval 

(Upper) 

 

 

Accurac

y 

Rate 

Equal 

varianc

es 

assume

d 

7.78

4 

0.03

7 

13.72

3 
13 .001 13.07012 0.38812 13.02342 13.19117 

Equal 

varianc

es not 

assume

d 

  
12.46

7 

12.39

1 
.001 12.21133 0.39180 12.31911 12.13022 
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Fig 1: Simple Bar graph for RF classifier accuracy rate is compared with NB model. The RF classifier is higher 

in terms of accuracy rate 94.30 when compared with NB model 82.56. There is a significant difference between 

RF classifier and NB model (p<0.05 Independent sample test). X-axis: NB model accuracy rate vs RF classifier 

Y-axis: Mean of accuracy rate, for identification of keywords ± 1 SD with 95 % CI. 

  

  

 

 


