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Abstract 

 

Aim: The objective of the work is to evaluate the accuracy and precision in predicting the rainfall using 

machine learning algorithms novel tree specific XGBoost (XGB) classification and Logistic Regression (LR) 

algorithms.  

Materials and Methods: Novel Tree Specific XGBoost classifier is applied on a weatherAUS dataset that 

consists of 145461 records. A framework for rainfall prediction machine learning algorithms comparing 

XGBoost and Logistic Regression classifiers has been proposed and developed. The sample size was measured 

as 10 per group. Sample size was calculated using clinical analysis, with alpha and beta values 0.05 and 0.5, 

95% confidence, pretest power 80% and enrolment ratio 1. The significance value (p) obtained for both 

accuracy and precision is 0.019, which is less than 0.05. The accuracy and the precision of the classifiers were 

evaluated and recorded.  

Results: The machine learning algorithm Logistic Regression classifier produces 79.37% accuracy and 78.00% 

precision in predicting the rainfall on the dataset used whereas the another machine learning algorithm novel 

tree specific XGboost classifier predicts the same at the rate of 94.89% accuracy and 94.37% precision. 

Conclusion: The study proves that novel tree specific XGboost classifier algorithm exhibits better accuracy and 

precision than Logistic Regression algorithm in rainfall prediction. 

 

Keywords: Novel Tree Specific XGBoost, Logistic Regression, Agriculture, Rainfall, Prediction, Machine 

Learning Algorithm. 
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1. Introduction 

 

The primary occupation of India has been 

agriculture so the economy of the country highly 

depends on it. Therefore, prediction of rainfall is 

important for the economic growth of the country. 

Rainfall prediction has been one of the most 

challenging and difficult tasks in the world. India 

has a population of over a billion people, 

agriculture is the primary income of more than 

60% of the population (Brownlee 2020). The 

advancement of technology and resources in 

today's world is increasing day by day. Weather of 

a particular location can be predicted using the 

applications of science and technology. Many 

attempts were made to predict the rainfall in the 

past to help the farmers to do agriculture . 

Informally these attempts were started way back in 

the eighteenth century and formally started in the 

nineteenth century (Dhyani 2020). Weather 

forecasting basically refers to the analyzing and 

predicting the climatic conditions of a specific 

region in the future. Rainfall prediction comes 

under the category of weather forecasting (Yuan 

and Forshay 2021). Interest in weather prediction 

started in the earliest days to help farmers for 

effective agriculture, and many rainfall prediction 

techniques were introduced to effectively predict 

the rainfall. Over time all those techniques evolved 

and each of the techniques has its own accuracy 

and efficiency (Kuradusenge, Kumaran, and 

Zennaro 2020). The proposed study helps in 

effectively predicting the rainfall that helps the 

overall development of the country. 

 

There are 105 research articles published on the 

rainfall prediction in IEEE xplore and 165 articles 

on google scholar and 34 articles were found in 

sciencedirect. (Fadilah, Wigena, and Djuraidah 

2020) presents a new predictor algorithm based on 

Bayesian Enhanced Approach (BEA) for long-term 

chaotic time series using Artificial Neural 

Networks (ANN). In many cases, the simplest 

representations of prior information in forecasting 

models are hard to surpass; the Bayes technique 

gives another approach to include prior knowledge 

in forecasting models. Predicting conditions, either 

because previous knowledge isn't available or 

because prior knowledge isn't useful. As a result, 

the situation appears to be stable. (Wen et al. 2018) 

Compared various types of rainfall models which 

have been used in modeling rainfall occurrence, 

rainfall amount or combination of both rainfall 

occurrence and rainfall amount. (Narejo et al. 

2021) Proposed a multiple linear regression model 

in order to predict the rate of precipitation (PRCP). 

It is based on some weather parameters, such as 

temperature, wind speed, and dew point. The data 

used in this research has been provided from the 

website of the National Climatic Data Center. A 

Python code using the Pytorch library has been 

written to develop the model, which applies to 

Artificial Neural Networks. (Mahmood 2017) 

Proposed an algorithm for rainfall prediction 

through the random forest. It achieves an accuracy 

of 80.56% and outperforms all other feature 

representations, including decision tree and support 

vector machine classification algorithms using the 

same classifier on the same dataset.Our team has 

extensive knowledge and research experience  that 

has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

(Pandiyan et al. 2022; Yaashikaa, Devi, and Kumar 

2022; Venu et al. 2022; Kumar et al. 2022; 

Nagaraju et al. 2022; Karpagam et al. 2022; 

Baraneedharan et al. 2022; Whangchai et al. 2022; 

Nagarajan et al. 2022; Deena et al. 2022) 

 

The research gap identified from the survey is that 

there are many methods proposed for rainfall 

prediction but most of those methods have less 

accuracy rate. Several works have demonstrated 

that the performance of machine learning algorithm 

Logistic Regression is poor and provides less 

accuracy in prediction of the rainfall. A study by 

(Mohammed et al. 2020) compares the accuracy of 

various mining classification algorithms in 

predicting rainfall. It is important to analyze and 

compare the various classification algorithms that 

provide better accuracy. Hence, the work aims at 

comparing the accuracy of Logistic Regression and 

XGBoost algorithms in predicting the rainfall. 

 

2. Materials and Methods 

 

The research work was carried out at the 

Data analytics lab, Saveetha School of 

Engineering, Saveetha Institute of Medical and 

Technical Sciences, where the laboratory facilitates 

high configuration systems  to obtain the 

experimental results. The number of groups 

identified for the study were two with the sample 

size used for experimenting the low false alarm rate 

is 52 and group1 consists of 10 sample sizes and 

group2 consists of 10 sample sizes. The 

computation is performed using G-power 0.95 with 

alpha value is  0.005  and beta value is 0.95 with a 

confidence interval 95%. The dataset was 

downloaded from Kaggle website (kerneler 2019). 

 

Logistic Regression(LR) - Group 1 
Inputs: WeatherAUS data set  

Output: Selected features and Accuracy.  

1. Load the dataset  

2. Split the dataset randomly into training (80%) 

and testing (20%) dataset 

https://paperpile.com/c/HlAItx/rlSn1
https://paperpile.com/c/HlAItx/CYrxs
https://paperpile.com/c/HlAItx/Xsxxy
https://paperpile.com/c/HlAItx/Xsxxy
https://paperpile.com/c/HlAItx/Ileje
https://paperpile.com/c/HlAItx/Ileje
https://paperpile.com/c/HlAItx/tvBZz
https://paperpile.com/c/HlAItx/tvBZz
https://paperpile.com/c/HlAItx/Riw46
https://paperpile.com/c/HlAItx/btFKj
https://paperpile.com/c/HlAItx/btFKj
https://paperpile.com/c/HlAItx/D07o1
https://paperpile.com/c/HlAItx/TH6Q+2Ein+WDkO+FHE8+DFfl+3j4X+hjHj+1yPW+TpEq+17yq
https://paperpile.com/c/HlAItx/TH6Q+2Ein+WDkO+FHE8+DFfl+3j4X+hjHj+1yPW+TpEq+17yq
https://paperpile.com/c/HlAItx/TH6Q+2Ein+WDkO+FHE8+DFfl+3j4X+hjHj+1yPW+TpEq+17yq
https://paperpile.com/c/HlAItx/TH6Q+2Ein+WDkO+FHE8+DFfl+3j4X+hjHj+1yPW+TpEq+17yq
https://paperpile.com/c/HlAItx/TH6Q+2Ein+WDkO+FHE8+DFfl+3j4X+hjHj+1yPW+TpEq+17yq
https://paperpile.com/c/HlAItx/TH6Q+2Ein+WDkO+FHE8+DFfl+3j4X+hjHj+1yPW+TpEq+17yq
https://paperpile.com/c/HlAItx/TH6Q+2Ein+WDkO+FHE8+DFfl+3j4X+hjHj+1yPW+TpEq+17yq
https://paperpile.com/c/HlAItx/TH6Q+2Ein+WDkO+FHE8+DFfl+3j4X+hjHj+1yPW+TpEq+17yq
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3. Set the target variable  

4. Generate the Logistic Regression classifier based 

on the training set  

5. Train the classifier using rbf kernel parameter  

6. Predict the testing set based on training dataset  

7. Evaluate the classifier.  

8. Return Accuracy. 

Logistic Regression(LR) is a regulated 

machine learning algorithm which can be utilized 

for both classification and regression challenges. In 

this study, to train the Logistic Regression the 

Logistic Regression class of sklearn.linear_model 

library was used. Import the weatherAUS.csv 

dataset and load the dataset. The dataset is split 

randomly into training (80%) and testing (20%) 

sets. The target variable is selected. Then, the 3 of 

15 Logistic Regression classifiers based on the 

training set is generated. Rbf was used as the value 

of the kernel parameter. The testing set is predicted 

based on the training set. The machine learning 

algorithm Logistic Regression classifier is 

evaluated and the accuracy is calculated.  

 

XGBoost(XGB) - Group 2  

Input: weatherAUS dataset  

Output: Accuracy  

1. Import and read the dataset  

2. Select the features randomly from the dataset  

3. Generate the XGB classifier criterion as a 

parameter.  

4. Gini was used as a parameter value.  

5. Construct a decision tree using XGB classifiers 

and predict the result for every sample.  

6. Voting was performed for every predicted result.  

7. Most voted prediction results were selected as 

the final outcome. 

8. Return precision. 

 

In this study, the XGBoost class of the 

sklearn ensemble library is used. The dataset is 

splitted randomly into training(80%) and 

testing(20%). It selects samples randomly and the 

decision trees were collected for every sample to 

predict the result. Voting was performed for every 

predicted result and the most voted result was 

selected as the final result. The algorithm uses a 

Novel Tree Specific XGBoost Classifier (NTS 

XGB).  

The various parameters for the analysis can be 

calculated as follows:  

Equation (1) - Accuracy : It identifies the number 

of instances that were correctly classified. 

 

         
                             

                                                               
  

  (1) 

Here “TN” means True Negative, “TP” means True 

Positive, “FP” means False Positive and “FN” 

means False Negative. 

 

Equation (2) - Precision is used to calculate which 

part of prediction data is positive. 

 

          
  

     
      

     (2)      

 

Equation (3) - Recall is also called sensitivity 

which calculates the relevant instances that are 

selected.  

 

       
  

     
    

     (3)  

 

Equation (4) - F-measure measures model accuracy 

on a dataset. 

 

            (
                  

                  
) 

     (4)  

 

This study was implemented using Google collab 

and SPSS software, and the hardware configuration 

required is an intel i3 processor, 50GB HDD, 4GB 

RAM, and the  software configuration required is a 

windows OS. 

 

Statistical Analysis 

Besides experimental analysis, the work 

was evaluated statistically using Statistical Package 

for Social Sciences (SPSS). The analysis was done 

to obtain Mean, Standard Deviation and Standard 

Error Mean. The independent variables are 

temperature, humidity, wind speed and pressure 

and the dependent variable is accuracy(Dattalo 

2013). An independent variable T-Test was carried 

out to compare the parameters on both the groups. 

3. Results 

 

Table 1 shows the comparison of accuracy 

and precision achieved during the evaluation of the 

machine learning algorithms Logistic Regression 

and XGBoost models for classification with 

different iterations. Table 2 depicts the various 

parameters of both groups. The accuracy, 

Precision, Recall, F1 Score and support has been 

calculated for Logistic Regression and novel tree 

specific XGBoost algorithm. The analysis of two 

groups shows that the XGB algorithm has higher 

accuracy (94.89%) and Precision (94.37%) 

compared to Logistic Regression. From Figure. 1, 

ROC graph shows the performance of Logistic 

Regression classification models at various 

classification thresholds. From Figure. 2, ROC 

graph shows the performance of novel tree specific 

XGBoost classification model at various 

classification thresholds. Table 3 shows the 

statistical analysis of Logistic Regression and 

XGBoost with different test datasets. The mean 

Accuracy of the XGBoost model appears to be 

higher than the Logistic Regression model. Also, 

https://paperpile.com/c/HlAItx/Ds1Xo
https://paperpile.com/c/HlAItx/Ds1Xo
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the precision of XGBoost is much higher than the 

Logistic Regression. The performance of the novel 

tree specific XGBoost algorithm is superior to the 

Logistic Regression algorithm. Table 4 depicts the 

statistical analysis of significant levels for both 

groups. The significance difference obtained for 

both accuracy and precision of both the groups is 

0.019. Hence XGBoost is better than Logistic 

Regression. Figure. 3 and 4 inferred the mean 

accuracy and mean precision of Logistic 

Regression and novel tree specific XGBoost 

classifiers. The statistical analysis of two 

independent groups shows that the novel tree 

specific XGBoost algorithm has higher accuracy 

mean(94.89%) and precision mean (94.37%) 

compared to Logistic Regression accuracy 

mean(79.37%) and precision mean(78.00%). The 

standard mean error for the precision of the 

XGBoost algorithm is a little higher than the 

standard mean error for the precision of the 

Logistic Regression algorithm.  

 

4. Discussion 

 

Agriculture has been the backbone of 

India and prediction of rainfall is a major issue in 

the agriculture sector.  Experimental work was 

done among two groups: Logistic Regression(LR) 

and novel tree specific XGBoost(XGB) by varying 

the test size. From the experimental results (Figure 

3 & 4) done in SPSS, the accuracy and the 

precision of XGB are 94.89% and 94.37% 

respectively, whereas Logistic Regression provides 

the accuracy and the precision 79.37% and 78.00% 

respectively. This depicts that XGB is better than 

Logistic Regression. The various parameters like 

TP rate, FP rate, Precision, Recall, F-measures are 

also compared. From the SPSS graph proposed 

XGBoost classifier performs better in terms of 

accuracy and precision compared with the logistic 

Regression algorithm. The analysis depicts that the 

mean error of precision of xgb is found to be little 

higher than the mean error of precision of Logistic 

Regression, which has to be minimized.  

 

The two most important factors in rainfall 

prediction are accuracy and precision. In the study 

by (Yen et al. 2019) a machine learning based 

rainfall prediction by using the weather dataset was 

proposed. The research proved that the XGBoost 

algorithm is producing better accuracy than the 

other algorithms. In the study by (Anwar et al. 

2021) XGBoost, catboost and support vector 

machine classification algorithms were compared 

and proved that the XGBoost algorithm is 

producing the best accuracy level of 93.59% 

compared to which catboost produced the accuracy 

level of 85.29% and SVM produced the accuracy 

level of 78.05%. In the study by (Dash, Mishra, and 

Panigrahi 2019) different algorithms were used to 

predict the accurate rainfall. Among all those 

machine learning algorithms, XGBoost stands out 

by resulting in higher accuracy. In the study by 

(Osman et al. 2021) a machine learning based 

rainfall prediction is done using the XGBoost 

algorithm and the SVM algorithm, XGBoost is 

concluded as the best in terms of accuracy. 

(Alexandridis and Zapranis 2014) has done 

research on the accurate rainfall prediction for 

agriculture purposes in the large area using genetic 

programming in application with neural networks. 

This technique can also be implemented and tested 

if it can produce better accuracy than the XGBoost 

algorithm for larger regions. The research from 

(Zhang et al. 2020) proves that the catboost 

algorithm is producing the same accuracy as the 

XGBoost algorithm in predicting the accurate and 

effective rainfall. Also, The precision value is 

higher for the precision of XGBoost algorithms 

compared with the Logistic Regression algorithms.  

 

Although the proposed methodology attained 

satisfactory results, there are certain limitations in 

the work. The evaluation of accuracy cannot 

provide a better outcome on larger data sets. 

Moreover in XGB, the mean error appears to be 

higher for the precision than the mean error for the 

precision of LR. It would be better if the mean 

error can be reduced to a considerable extent. 

However, the work can be enhanced by applying 

optimization algorithm techniques, to achieve 

better accuracy and less mean error. Feature 

selection algorithms can be used before 

classification to improve the classification accuracy 

of classifiers.  

 

 

 

 

5. Conclusion  

 

XGBoosting is a classification technique 

that uses averaging to improve the accuracy and 

precision. The work shows that the accuracy and 

precision for rainfall prediction using 

XGBoost(XGB) appears to be better than the 

Logistic Regression(LR). It is found that XGB 

performs significantly better than LR in predicting 

the rainfall accurately, but the mean error in XGB 

is found to be little higher than LR. Hence, it is 

concluded that the XGBoost (XGB) classifier 

results in acceptable accuracy(94.89%) and 

precision(78.00%) than Logistic Regression(LR) 

accuracy(79.37%) and precision(78.00%).  
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Table 1.  Comparison of Accuracy and Precision achieved during the evaluation of Logistic Regression and 

XGBoost models for classification with different iterations. 

Algorithm Accuracy Precision 

LR 79.0% 77.4% 

LR 79.3% 77.9% 

LR 79.4% 78.1% 

LR 79.5% 78.4% 

LR 79.5% 78.3% 
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LR 79.5% 78.5% 

LR 79.5% 78.4% 

LR 79.4% 78.1% 

LR 79.4% 78.1% 

LR 79.2% 76.8% 

XBG 94.7% 91.6% 

XBG 94.8% 91.7% 

XBG 94.9% 94.8% 

XBG 94.9% 95.1% 

XBG 94.9% 95.1% 

XBG 95.0% 95.2% 

XBG 95.0% 95.3 % 

XBG 94.9% 95.4% 

XBG 94.9% 95.4% 

XBG 94.9% 94.1% 

 

Table 2. Experimental analysis in Google Colab for Accuracy, Precision, Recall, F1 Score and support for LR 

and XGB. XGB provides better Accuracy and Precision than LR. 

Model Accuracy Precision Recall F1 Score Support 

LR 79.37 78.00 74.14 76.13 18789 

XGB 94.89 94.37 97.12 94.38 18789 

 

Table 3. Statistical  Analysis of Mean, Standard deviation and Standard Error of Accuracy and Precision of LR 

and XGB algorithms. There is a Statistically significant difference in Accuracy and Precision values between 

the algorithms. XGB had the highest Accuracy (94.89%) and Precision (94.37%) compared with LR Accuracy 

(79.37%) and Precision (78.00%). But the standard error mean is higher for the precision in XGB in comparison 

with LR. 

      GROUP      N     Mean   Std. Deviation Std.Error Mean 

Accuracy         LR 

 

                        XGB 

      10 

 

      10 

  79.3700 

 

  94.8900 

    0.16364 

 

    0.08756 

     0.05175 

 

     0.02769 

Precision         LR 

 

                        XGB 

      10 

 

      10 

  78.0000 

 

  94.3700 

    0.52705 

 

    1.48328 

     0.16667 

 

     0.46905 

Table 4. Comparison of the significance level for LR and RF algorithms with value p < 0.05. Both LR and RF 

have a significance level less than 0.05 in terms of accuracy with a 95% confidence interval. 
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 Levene’s Test 

for Equality of 

Variances 

 

                     T-test for Equality of means 

 

    F 

 

Sig. 

 

    t 

 

  df 

 

Sig(2-

tailed) 

 

Mean 

Difference 

 

Std. Error 

Difference 

95% confidence interval 

of the Difference 

Lower Upper 

Accuracy    3.020   .019 -264.44 

 

-264.44 

    18 

 

13.76 

.000 

 

.000 

-15.52 

 

-15.52 

   0.058 

 

   0.058 

-15.643 

 

-15.646 

-15.396 

 

-15.393 

Precision   6.687   .019 -32.88 

 

-32.88 

 

   18 

 

11.23 

.000 

 

.000 

-16.37 

 

-16.37 

   0.497 

 

  0.497 

-17.415 

 

-17.462 

 -15.324 

 

-15.277 

                    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Receiving Operating characteristic (ROC) Curve for LR 
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Fig. 2. Receiving Operating characteristic (ROC) Curve for XGB 

 

 
Fig. 3. Bar Chart representing the comparison of mean accuracy of Rainfall prediction using LR and XGB 

algorithms. XGB produces better accuracy and more consistent results. X-axis: LR vs XGB. Y-axis: Mean 

Accuracy ± 1 SD. 

 



Section A-Research paper 
Early Prediction of Rainfall using XGBoost Algorithm  in             

comparison with Logistic Regression 

 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 4875– 4884                                                                                                                         4884  

 
Fig. 4. Bar Chart representing the comparison of mean precision of Rainfall prediction using LR and XGB 

algorithms. XGB appears to produce better precision and more consistent results. X-axis: LR vs XGB. Y-axis: 

Mean Precision ± 1 SD. 


