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Abstract  

 

Aim: The objective of the work is to predict the Accuracy of Breast Cancer Prediction through Novel 

Convolutional Neural networks (NCNN) Comparative with the Relief Algorithm (RA). Material And 

Methods: The dataset used for Accuracy and Loss is from the GitHub library. The total sample size is 48. The 

two groups Novel Convolutional Neural Network (N=24), and Relief Algorithm (N=24) proposed by predicting 

the accuracy (97.10%) of Breast Cancer  Prediction compared with Novel Convolutional Neural Network. 

Results: The Result proved that the Relief algorithm with Better accuracy than the Novel Convolutional Neural 

Network. The Novel Convolutional Neural Network appears significantly better than Relief Algorithm (p<0.05). 

Discussion and Conclusion: The Prediction of breast cancer is better in novel convolutional neural networks 

when compared with the relief algorithm (RA). 
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1. Introduction 

 

The most frequent malignancy in women is breast cancer. For breast cancer screening, full-field digital 

mammography (FFDM) is frequently employed ((Clinical and Technical Evaluation of Full Field Digital 

Mammography 2000)). However, mammography has an inherent limitation when tissue overlaps, especially in 

dense breasts, which causes mammography to miss some suspicious cancerous lesions ((Teoh et al. 2021)). A 

brand-new, developing method for diagnosing and screening breast cancer that produces images that resemble 

three dimensions is called digital breast tomosynthesis (DBT). It can be used to give a precise evaluation of the 

breast's dense tissue. By enhancing the identification, characterization, and diagnosis of lesions, DBT has 

reduced overlapping tissue on screening. It elevates this method over digital mammography (DM). 

 

The most common type of cancer among women is breast cancer. The impact of this cancer may be lessened 

with prevention. Therefore, the survival rate can be improved by an early cancer diagnosis. Particularly 

developing nations have a very low ability to diagnose and diagnose in late stages due to a lack of knowledge 

and inadequate medical facilities. if they are identified at an early stage using reasonably priced machine vision-

based medical facilities. For screening, diagnosis, and tracking the course of tumors  (Hande et al. 2021), many 

cutting-edge approaches are used. Convolutional mammography is the method of screening that is most 

frequently used. This led to the development of other testing procedures like ultrasonography and biopsy. 

Second, when mammography detects cancer, overdiagnosis and therapy may occur. Third, Fatty tissue appears 

darker on mammography, which is the most significant drawback of x-ray mammograms ((Holbrook 2020)) 

whereas fibroglandular tissue appears as white areas. The reason behind this is that fibro glandular tissue and 

tumors have a similar density which is why tumors are harder to detect in women with dense breasts ((Kuhl and 

Braun 2008)). 

 

Our team has extensive knowledge and research experience  that has translated into high quality publications (K. 

Mohan et al. 2022; Vivek et al. 2022; Sathish et al. 2022; Kotteeswaran et al. 2022; Yaashikaa, Keerthana Devi, 

and Senthil Kumar 2022; Yaashikaa, Senthil Kumar, and Karishma 2022; Saravanan et al. 2022; Jayabal et al. 

2022; Krishnan et al. 2022; Jayakodi et al. 2022; H. Mohan et al. 2022) 

 

In a previous study, the efficiency improvement of the Relief Algorithm (RF) in Data retrieval was not properly 

considered to increase accuracy. To overcome this issue a Novel Convolutional Neural Network is implemented 

to improve secured data retrieval with reduced time in machine learning. 

 

2. Materials and Methods 

 

The research is conducted in the Saveetha School of Engineering's Machine Learning Laboratory at the 

Saveetha Institute of Medical and Technical Sciences in Chennai. The sample size has been calculated using the 

GPower software by comparing both of the controllers in Supervised learning. For the purpose of comparing the 

procedure and the outcome, two numbers of groups are chosen. For this work, 24 sets of samples from each 

group, for a total of 48 samples, are chosen. The pre-test power value is calculated using GPower 3.1 software 

(g power setting parameters: =0.05, power=0.80, statistical test difference between two independent means, t-

test value=252.538 Two algorithms (RF and Novel Convolutional Neural Network Algorithm) are implemented 

using Technical Analysis software. Since no human or animal samples were used in this study, there is no need 

for ethical approval. 

 

Convolutional Neural Network 

The paper suggests a convolutional neural network (CNN) strategy to improve the whole-slide imaging of 

aggressive ductal carcinoma tissue zones for breast cancer detection (WSIs). The study suggests a method for 

automatically detecting breast cancer using several convolutional neural networks (CNNs), and compares its 

findings to those from machine learning (ML). 

 

Relief Algorithm 

Graphic depiction of various connections between random variables in a specific collection. It functions as a 

classifier without relying on qualities. Unsupervised training on a set of instances enables a DBN to develop the 

ability to probabilistically recreate its inputs. After that, the layers serve as feature detectors. A DBN can be 

further taught under supervision to perform categorization after this learning phase.  

DBNs can be thought of as a compilation of networks, such as autoencoders or restricted Boltzmann machines 

(RBMs), where the hidden layer of each sub-network acts as the layer for the layer below it. An RBM is a 

generative energy-based model having connections between but not within layers, a "visible" input layer, a 
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hidden layer, and both. Contrastive divergence is applied to each sub-network in turn, starting from the "lowest" 

pair of layers, in a quick, layer-by-layer unsupervised training method as a result of this composition (the lowest 

visible layer is a training set). The collaborative Python programming language is used to create the software 

application for assessing CNN and FS algorithms. The system configuration consists of an Intel i7 processor and 

8GB of RAM. Windows 10 64-bit was the operating system utilized. 

 

Statistical Analysis 

For statistical implementation, the software  used is IBM SPSS V26. Statistical package for social sciences is for 

calculating the statistical calculations such as mean, standard deviation also to plot the graphs, etc. The 

independent variables are UR Label and the dependent variable is ‘accuracy’.  

 

3. Results 

 

Below Table shows the simulation result of the proposed algorithm Novel Convolutional Neural Algorithm and 

the existing system in RA was run at different times in the google collab with a sample size of 24. From the 

table, it was observed that the mean accuracy of the Machine learning Algorithms like the Novel Convolutional 

Neural algorithms was 91.81% and the RA was 76.48%. In order to compute the Mean, Standard Deviation, and 

Standard Error Mean, a T-test with an independent variable was performed among the research groups. A value 

of 1.320 and an effect size of 1.712 show a considerable departure from the RA for the Novel Convolutional 

Neural Algorithm. Table 2 represents the Mean of  the Novel Convolutional Neural Algorithm which is better 

compared with the RA with a standard deviation of  0.71499 and 0.63395 respectively. From the algorithm and 

RA in terms of mean and accuracy. The mean results, the Novel Convolutional Neural algorithm (91.81%) gives 

better accuracy than the RA (76.48%). Figure 1 gives the comparison chart of the Novel Convolutional Neural 

Algorithm accuracy of the algorithm is better than RA. It is, therefore, conclusive that a novel convolutional 

neural network performs better than RA. The resultant plots are shown below in the figure. The figure has been 

placed at the end of the paper. 

 

4. Discussion 

 

To increase the precision of cancer prediction, novel convolutional neural networks and RA are applied and 

compared for Brust Prediction. Based on the results, it can be said that the Novel Convolutional Neural 

algorithm performs more accurately than the RA. In the recent survey, the proposed NCNA is a promising 

option for predicting the future values of stocks with a root mean square value of 0.04 ((Rueda 2015)). proposed 

a semi-based model for different companies belonging to the banking sector based on historical data and 

observed that the error level comes down drastically with the data for longer periods ((Kim, Do Yeun, and Park 

2020)). implemented six machine learning techniques ((Zhuang et al. 2021)) i.e., Prophet, LR, SVM, Decision 

Tree, and Naive Bayes, and by  comparing them concluded that NCNA works better with an accuracy of 80% 

((Lin et al. 2021)). Major research contribution supports Implementation and comparative analysis of WTA to 

optimize prediction gain of  drive with reduced efficiency improvement ((McCann 2000)). Even though few 

articles listed the disadvantages of the proposed RA. Further, the RA is not suitable for improving the accuracy 

of Breast Cancer prediction ((Yan et al. 2021)). From the above discussion, ((Gupta et al. 2021)) only a few 

articles ensure that they provide better performance than the proposed Novel Convolutional Neural Network and 

watershed transform algorithm for improving the accuracy of breast cancer prediction ((Phan et al. 2021)). Also, 

the present cancer prediction demands no additional expense and has consequently attracted a lot of interest 

recently (Wu, Feng, and Li 2021; Olsen et al. 2021). So, we can infer that the proposed NCNA and RA can be 

used to improve the accuracy of cancer disease prediction ((Wu, Feng, and Li 2021)). 

 

5. Conclusion 

 

When compared to the accuracy of the watershed transform algorithm, which is 76.48%, the work uses a 

Convolutional Neural Network (CNN) algorithm to locate the breast cancer prediction to retrieval with reduced 

time to be demonstrated with greater accuracy of 91.80%. 
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Tables and Figures 

 

Table 1. Predicted Accuracy of Breast Cancer Prediction for 48 different sample sizes. 

GROUP  Algorithms Average accuracy 

1 Convolutional Neural Network 91.81% 

2 Relief Algorithm 76.48% 

 

Table 2. Statistical analysis of Convolutional Neural Network and Relief Algorithm. Mean accuracy, Standard 

deviation, and standard error values are obtained for 48 sample datasets. 

 Algorithms N Mean Std.Deviation 
Std.Error 

Mean 
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Accuracy 

Convolutional 

Neural Network 

 

Relief Algorithm 

24 

 

 

 

24 

91.4362 

 

 

 

76.2929 

025510 

 

 

 

.14568 

.05207 

 

 

 

.02974 

 

Table 3. Independent sample T-test with a confidence interval at 95% and level of significance as 0.05. It shows 

the statistical significance of P<0.05 2-tailed. 

 

Levene’s Test 

for Equality of 

Variances 

T-test for Equality of Means 

F Sig. t df 

Sig. 

(2-

tailed) 

Mean 

Differences 

Std.Error 

Differences 

95% Confidence 

Interval of the 

Differences 

 

Lower | Upper 

Equal 

Variances 

assumed 

9.79 .003 252.538 46 .000 15.14333 .05996 15.02263 15.26404 

Equal 

Variances 

not 

assumed 

  252.538 36.559 .000 15.14333 .05996 15.02178 15.26488 

 

 
Fig. 1. In terms of means and accuracy, Novel Convolutional Neural Network and Relief Algorithm are 

compared. The Novel Convolutional Neural Network outperforms the Relief Algorithm in terms of mean 

accuracy. Y-axis: Mean accuracy; X-axis: Novel Convolutional Neural Network vs Relief Algorithm ±1SD 

error bar. 

 


