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Abstract 

 

Aim: The aim of the work is to evaluate the accuracy in predicting pancreatic cancer using Artificial Neural 

Network(ANN) and Decision Tree Algorithms.  

Materials and Methods: In this work there are two groups in which each group has 20 sample sizes and  total 

sample size is found to be 40, with pre-test power of 80% (G-power), α=0.05, confidence interval 95%. The 

effectiveness in identifying the pancreatic cancer by the algorithms is evaluated.  

Results: It has been observed that the artificial neural network is much better than the decision tree algorithm in 

terms of accuracy in predicting the cancer. Each algorithm gives different accuracies where ANN has better mean 

accuracy of 90.06% which is better than the decision tree algorithm 85.9%. The statistical results are also provided 

where Artificial Neural Network and Decision tree algorithms have statistical significance different values i.e. 

p<0.01 (independent sample T-test).  

Conclusion: The results show that the proposed artificial neural network is efficient  when compared to decision 

tree algorithms. 

 

Keywords: Pancreatic cancer, Artificial Neural Network (ANN), Cancer Prediction(CP), Prognosis, Innovative 
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1. Introduction  

 

This research employs sophisticated detection 

methods  to predict pancreatic cancer as an advanced 

diagnosis method, which is challenging  to analyze 

because the symptoms only appear in the later stages 

of life. Cancer-specific symptoms appear in most 

patients at an advanced stage. Considering the low 

incidence rate, pancreatic cancer remains the fourth 

greatest cause of cancer-related death in both men 

and women. Pancreatic cancer has a higher risk of 

mortality (Muhammad et al., 2019). The pancreatic 

cancer risk was determined at the individual level  

due to a lack of effective screening techniques or 

early stage disease diagnosis is difficult. Endoscopic 

ultrasonography, magnetic resonance imaging, 

computed tomography, or positron emission 

tomography have also been demonstrated in different 

clinical investigations. The disease itself usually 

results in a limited patient survival rate, and therapy 

generally results in a recovery, though some patients 

do experience long-term remissions (Saxena et al., 

2021; Tong et al., 2020)1). Even with the best 

treatment, physicians must assess the possible 

survival advantages against the impact of treatment 

problems on the quality of life of their patients. 

Artificial neural networks, a widely used method in 

machine learning, a non-linear mode and biological 

neural model system, both structurally and 

functionally ((Saxena et al., 2021; Tong et al., 2020). 

Artificial neural networks have shown to be effective 

in handling a variety of problems in machine 

learning. ANN can train and generalize the 

complicated and non-linear properties of the input 

data (Chalumuri et al., 2020). ANN has been 

effectively employed as a nonlinear pattern 

recognition technology to make diagnostic and 

prognostic predictions in a variety of clinical 

situations which are considered difficult. Artificial 

neural networks are nonlinear systems that may be 

better at describing interactions between health risk 

variables than conventional statistical models. In 

difficult medical decision-making, ANNs are 

becoming more widely used, it has been used to 

prognostic patient outcomes in a variety of cancers 

(Ansari et al., 2013) 

 Many articles have been published on 

detection of pancreatic cancer using artificial neural 

network algorithms for 5 years. PUBMED published 

80 articles and in science direct 45 articles were 

published from the last 5 years. It is critical to 

investigate novel technologies for early detection of 

pancreatic cancer, in order to enhance the prognosis 

of people with the disease (Yu et al., 2005). 

Nonlinear regression computational devices, or 

ANNs, have been implemented in classification and 

survival prediction in a variety of biomedical 

systems, including cancer, for over 45 years. 

Artificial neural networks (ANNs) are regression 

devices with layers that operate as computer nodes 

and have exceptional data processing capabilities. 

They can identify nonlinearities that are just not 

stated clearly as inputs, giving them the ability to 

learn and adapt (Ahmed, 2005). ANNs have the 

advantage of being able to deal with "uncertain" data 

and taking advantage of the availability of multiple 

components of data that will not show logically to 

influence the solution of a problem. They're good for 

solving, classifying and predicting problems since 

they determine a value for each individual in a group 

(Marchevsky, 2007). In medical diagnosis, prognosis, 

and survival analysis, artificial neural networks have 

now been found to be successful as general non-

linear models. This work opens with an overview of 

artificial neural networks that are employed for non-

linear regression models in cancer patient survival 

analyses. These methods are appealing because they 

allow for the simulation of time-dependent risks in 

the case of complex non-linear and non-additive 

covariate effects. First, the relevance of neural 

networks in cancer prognosis is discussed in terms of 

statistical techniques and parametric procedures 

(Arsene & Lisboa, 2007).  

Our institution is passionate about high quality 

evidence based  research and has excelled in various 

domains (Anupong et al., 2022; Bharathiraja et al., 

2022; Jothi et al., 2022; Kale et al., 2022; Palanisamy 

et al., 2022; Ram et al., 2022; Sumathy et al., 2022; 

Thanigaivel et al., 2022; Vickram et al., 2022; 

Yaashikaa et al., 2022).The accuracy in detecting the 

pancreatic cancer prediction using existing 

algorithms is found to be very low. This made it 

possible to do research under this work. Hence the 

aim of work is to propose an innovative pancreatic 

cancer detection using  machine learning model to 

predict pancreatic cancer with more accuracy. 

 

2. Materials and Methods 

 

This work is done in the specialization lab of the 

Biomedical Engineering department in Saveetha 

School of Engineering. The sample data sets are 

taken from Kaggle.com. Pre-test analysis was also 

done by keeping g-power at 80%, threshold at 0.05% 

& confidence interval at 95%. Number of groups 

used in this work is two. The total number of samples 

is 40, each group has a sample size of 20 

(Muhammad et al., 2019) 
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     The proposed algorithm is improvised for artificial 

neural networks for the pancreatic cancer detection. 

This algorithm is a way to promote machine learning 

through the innovative pancreatic cancer detection 

method. It enables non-linear process modeling and 

has become a very popular and useful tool for the 

artificial neural network for solving many problems 

such as classification, clustering, regression, pattern 

recognition, dimension reduction, structured 

prediction, machine translation, anomaly detection, 

decision making. Artificial Neural Networks are used 

to model nonlinear problems and  predict the output 

value. This study concludes that the artificial neural 

network algorithm has better accuracy than the 

existing algorithm decision tree by using the 

innovative pancreatic cancer detection method. The 

effective approach for the Prognosis prediction of 

pancreatic cancer with artificial neural networks has 

better accuracy. 

Google uses artificial neural networks in recurring 

connections to support voice search. Microsoft also 

claims to have developed a speech recognition 

system, using neural networks, that can transcribe 

conversations with a little more precision than 

humans. ANNs have the ability to learn and model 

complex and non-linear relationships, which is very 

important because in real life many of the 

relationships between inputs and outputs are complex 

and non-linear. 

Working station in proposing the new algorithm for 

better accuracy for treating pancreatic cancer is 

mostly in a personal computer in software named 

matlab with all the required add-ons installed. Both 

the algorithms have been simulated using the 

software Matlab. The code is simulated for artificial 

neural algorithms and decision tree algorithms for 

detection. Performance of the algorithm in pancreatic 

cancer prediction is shown and  values are  noted in 

Table 1 and Table 2 also shows the statistical analysis 

response values. The resultant graph in Fig 2. shows 

the simple bar mean and mean of loss in the proposed 

algorithm. 

Overall testing setup was done on Matlab 2021b 

software. Datasets were obtained from kaggle.com 

and used in the testing methods. The output data 

values were noted. 

 

Statistical Analysis  

To validate the outcomes of both algorithms, 

statistical algorithm evaluation was carried out using 

IBM-SPSS software (Wagner & III, 2019). The mean 

accuracy is found by performing independent 

samples t-test. The data set is trained and tested with 

various percentages, and the output is noted.  

 

3. Results  

 

The pancreatic cancer prediction with the proposed 

algorithm was programmed using the matlab. 

Although training the datasets seek to minimize 

errors in neural networks and provide better accuracy 

for proposed algorithms, the artificial neural 

networks in common use to address this until an 

acceptable accuracy is achieved. 

Table 1. shows the accuracy of 20 samples in 

comparison of customized artificial neural network 

and decision tree algorithms. Each sample gives 

different accuracies where customized artificial 

neural networks have better accuracy 90.05% which 

is greater than decision tree algorithm. 

In Table 2. the statistical analysis of group 1 artificial 

neural network accuracy is 90.06 standard deviation 

1.17127 and standard error 0.26190 whereas group 2 

decision tree algorithm mean standard deviation is 

1.16524 and standard error is 0.26056. Table 3  

shows independent samples tested by equal variance 

on the basis of  assumed and not assumed. On the 

basis of significance p=0.01 i.e p<0.05  

In Fig.1 the graph shows performance analysis of 

ANN which is obtained by using Microsoft Excel. 

Performance analysis compares the accuracy values 

of ANN and Decision Tree algorithm.  

In Fig.2 pancreatic cancer prediction using ANN is 

shown in a bar graph. Predicted accuracy values can 

be done by using SPSS software. Performance 

analysis compares the mean accuracy values of 

artificial neural networks and decision tree 

algorithms.  

  

4. Discussion  

 

The results of the study shows that the Artificial 

Neural Network is better than the decision tree 

algorithm with p value less than 0.01. The purpose of 

this work is to study  the predicted survival time of 

pancreatic cancer patients using data from patients.  

In the general population, patient clinical 

data has been shown to be useful in identifying 

therapy and patient outcome trends. Models based on 

patient-level data can provide insight into the best 

course of treatment for individual patients as well as 

their long-term prospects. The goal of this review is 

to critically evaluate the use of machine learning for 

analyzing, prognostic and managing resectable 

pancreatic cancer with prediction types (Bradley et 

al., 2019). Artificial neural networks have 

traditionally been used in the medical community to 

develop predictive models based on explanatory 
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variables or traits. This research  findings 

demonstrate that using machine learning algorithms 

may increase significantly the survival of patients 

using prognosis prediction and feature selection 

(Floyd, 2007). The Cancer Prediction ability of 

artificial neural networks to model land cover 

changes as a powerful tool for pancreatic cancer. 

However, the development of algorithms for cancer 

prediction and accurate prognosis prediction is 

practically possible through innovative pancreatic 

cancer detection method. Therefore, part of 

pancreatic cancer was accurately predicted in this 

investigation using artificial neural networks. 

Artificial neural networks have been developed as an 

effective statistical technique over the past 40 years. 

They have been used in many areas and have become 

established as practicable calculation methods in 

informatics, biochemistry and medicine (Caron, 

2022).  This article proposes a model using ANN for 

pancreatic ductal adrenalcarcinoma. Several 

attributes were considered and the concordance index 

was found to be 0.79. This article successfully 

predicted patients survival after surgery (Ansari et al., 

2013). The authors in this article proposed a 

biomarker method using decision tree which is also a 

machine learning model.From several control 

samples a sensitivity of about 88.9% was achieved. 

When compared to Decision Tree, ANN uses 

nonlinear statistics and consists of a strongly 

interconnected set of processing units and weighted 

connections(Yu et al., 2005). There are also other 

approaches selected by the authors for predicting 

pancreatic cancer. One of them is using data mining 

techniques (Floyd, 2007). Different data mining tools 

and techniques are implemented by the authors in this 

work and a maximum of 99% accuracy has been 

achieved using these techniques(T., 2019). Limited 

data sources, which limit generalizability and bias, a 

lack of external validation, and the requirement for 

transparency in internal validation, sequential 

sampling, and candidate predictor selection were the 

key methodological difficulties highlighted 

(Diederich, 2008). The future of research depends on 

increasing the concept of a multidisciplinary team to 

include specialists from computing and data science, 

with algorithms built in collaboration with physicians 

and considered as supplements rather than 

replacements for traditional clinical decision-making 

(Nougnignon Comlan Deguenonvo & Thiam, 2021) 

 

5. Conclusion  

 

This study concludes that  Artificial Neural Network-

based techniques for predicting pancreatic cancer 

have a higher accuracy and it is found that proposed 

algorithm artificial neural network has better 

accuracy than the existing decision tree algorithm. 
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Tables and Figures  
 

Table 1: The accuracy of samples of artificial neural network and decision tree algorithms. The maximum accuracy 

using ANN is found to be 90.6% and  85.9% by decision tree algorithm. 

ARTIFICIAL NEURAL NETWORK ACCURACY(%) DECISION TREE ACCURACY(%) 

91.3 88.3 

90.9 86.7 

89.3 87.7 

88.7 88.0 

87.7 86.1 

90.9 86.4 

90.6 86.7 

89.6 85.4 

90.6 85.4 

88.3 86.1 

89.6 85.4 

89.3 85.4 

90.3 85.4 

89.6 84.8 

http://paperpile.com/b/stzbKT/jEJY
http://paperpile.com/b/stzbKT/jEJY
http://paperpile.com/b/stzbKT/jEJY
http://paperpile.com/b/stzbKT/jEJY
http://dx.doi.org/10.5120/ijca2019919116
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/jWkAt
http://paperpile.com/b/stzbKT/JEc1
http://paperpile.com/b/stzbKT/JEc1
http://paperpile.com/b/stzbKT/JEc1
http://paperpile.com/b/stzbKT/JEc1
http://paperpile.com/b/stzbKT/JEc1
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/JGpaj
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z
http://paperpile.com/b/stzbKT/SU8z


Section A-Research paper 

Optimal Approach to the Pancreatic Cancer Prediction  

Based on Artificial Neural Network Compared with  

Decision Tree Algorithm for Improved Accuracy 

 
 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 3785 – 3792                                                                                                                              3791  

89.6 85.8 

91.6 86.4 

91.9 83.8 

91.6 86.7 

89.0 84.8 

90.9 84.5 

 

Table 2 : Statistical analysis of artificial neural network and decision tree algorithm. The group statistics provides 

mean, standard deviation, standard error mean of the accuracy for a total sample of 40. The innovative  artificial 

neural network has better accuracy than the decision tree algorithm. 

 

 

 

 

 

ACCURACY 

GROUP N MEAN STANDARD 

DEVIATION 

STANDARD 

ERROR 

MEAN 

ANN 20 90.0650 1.17127 .26190 

DECISION  

TREE 

20 85.9900 1.16524 .26056 

 

Table 3 : Independent sample t-test on pancreatic cancer prediction using SPSS software. The mean standard 

deviation and significance difference of customized artificial neural network has better accuracy consistency with 

decision tree algorithm. There is significance difference between the two groups. 

 

 

 

 

 

 

 

 

 

ACCURAC

Y 

 Levene’s  

Test for 

Equality 

of 

Variances 

T - Test for Equality of Mean 95% Confidence 

Interval of the 

Difference 

F Sig. t df  One 

sided 

p 

Two 

- 

Sided 

p 

Mean 

diff. 

Std 

Error 

diff. 

Lower Upper 

Equal .14 .70 11.03 38 <0.0 <0.0 4.07500 .3694 3.33271 4.822
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variances 

assumed 

1 9 0 1 1 0 4 2 8 

Equal 

Variance

s 

not  

assumed 

  11.03

0 

37.99

9 

<0.0

1 

<0.0

1 

4.07500

0 

.3694

4 

3.32712 4.822
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Fig.1. Performance analysis of ANN and Decision Tree denoted by its accuracy. Performance analysis compares the  

accuracy values of ANN and Decision Tree algorithm. 

 

 
Fig. 2. By comparing artificial neural network and decision tree algorithm on diagnosis of pancreatic cancer 

prediction, ANN has better accuracy.The accuracy values are represented in a bar graph to predict the the best 

algorithm using SPSS software.The above figure shows artificial neural network and  decision tree algorithm as 

groups in X-axis and the mean accuracy in Y -axis with +/-2SD. 

 


