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Abstract 

 

Aim: To Predict the Transaction data simulator for Credit Card Fraud detection using  Novel Logistic 

Regression Algorithm and Compare the accuracy rate with Support Vector Machines Algorithm.  

Materials and Methods: Using the gradient boosting builds on tree and Support vector Machine algorithm, this 

study implements the process to detect the fraudulent and to get the best accuracy by comparing the algorithms. 

Here the G-power test analysis was carried out with a confidence interval of 80% and the sample size for the 

two groups are 20.  

Result: Novel Logistic Regression algorithm was done using Data Quality issues and Support Vector Machine 

Algorithm with the Accuracy of 94.20% and 76.00% respectively. There is a statistical 2-tailed significant 

difference in accuracy for two algorithms is 0.002 (p<0.05) by performing independent samples t-tests. 

Conclusion: Novel Logistic Regression performs significantly better than the Support Vector Machines in 

Credit Card Fraudulent detection. 
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1. Introduction 

 

In recent years, the predominant information 

mining concerns individuals with charge card 

misrepresentation location models in light of 

information mining. Since our concern is drawn 

nearer as an arrangement issue, traditional 

information mining calculations are not 

straightforwardly applicable (Georgieva, Markova, 

and Pavlov 2019). This project is to propose a 

Credit card misrepresentation identification 

framework utilizing supervised learning 

calculation. regulated calculations are 

developmental calculations that target acquiring 

better arrangements as time progresses (Padvekar 

et al. 2016). A credit card is the most well-known 

method of installment in supervised techniques 

(Lacruz and Saniie 2021). As the quantity of 

Mastercard clients is rising around the world, 

wholesale fraud precision is expanded, and cheats 

are likewise increasing. In the virtual card buy, just 

the card data is required, for example, data 

simulator, card number, termination date, secure 

code, and so on. Such buys are regularly done on 

the Internet or over the phone (C. and C. 2020). To 

submit extortion in these sorts of buys, supervised 

techniques are used for individuals just to realize 

the card subtleties (Dorronsoro et al. 1997). The 

method of installment for online buy is for the most 

part done by credit card. The subtleties of Credit 

cards to be kept hidden  (Montague 2004). To get 

Credit card protection, the subtleties ought not to 

be spilled (Prusti and Rath 2019). 

There are 200 research articles published on 

fraudulent detection in sciencedirect and 240 

papers on Google Scholar and 50 research articles 

were published in IEEE xplore. John O. Awoyemi 

proposed an examination through which the 

exhibitions of a few calculations were assessed 

when they were applied on charge card 

misrepresentation information that is exceptionally 

slanted (Bodepudi 2021). The European 

cardholders' 284,807 exchanges were utilized as a 

source to produce the dataset of Visa 

exchanges(Porkess and Mason 2012). On the 

slanted information, a half breed approach of 

under-testing and oversampling is performed 

(Bianchini, Maggini, and Scarselli 2009a). On 

crude and preprocessed information, there are three 

unique strategies applied in Python (Padvekar et al. 

2016). In view of specific boundaries like accuracy, 

responsiveness, precision, adjusted arrangement 

rate, etc, the exhibitions of these strategies are 

assessed (Dorronsoro et al. 1997). It is seen 

through the accomplished outcomes that in contrast 

with strategic relapse and backing vector machines 

draws near, the presentation of calculated relapse is 

better. 

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Palanisamy et al. 

2022).The research gap identified from the survey 

is that there are many methods proposed for credit 

card fraud detection in the crowd but most of the 

methods which are proposed have less accuracy 

rate. The main aim of this study is to recognize 

credit card fraud detection based on  transaction 

data simulator by using Novel logistic regression 

algorithm and support vector machine algorithm to 

attain better accuracy (Prusti and Rath 2019). 

 

2. Materials and Methods 
 

The research work was performed in the laboratory 

of Deep learning, Department of Computer Science 

and Engineering,  Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences. The sample size taken for conducting the 

experiment was 20. Two groups are considered as 

classifiers algorithms in order to classify the 

prediction of the fare amount, machine learning 

classification algorithms are used. Group 1 is the 

Novel Logistic Regression algorithm and Support 

Vector Machines Algorithm is group 2 and they are 

compared for more by using a dataset to calculate 

the Support Vector Machines Algorithm using a 

clinical calculator. The application of algorithm for 

Data quality issues and Novel Logistic Regression 

algorithm with the CREDIT CARD dataset testing 

the algorithm with the accuracy 80%, alpha and 

beta values with 0.05,0.2 respectively and threshold 

value is 0.002 (Azhan and Meraj 2020). 

The data collection is taken from the open source 

access website IEEE-dataport.org that is used for 

Support Vector machine algorithms using 

Transaction Data Simulator and Novel Logistic 

Regression technique. First of all, we obtained our 

dataset from Kaggle, a data analysis website which 

provides datasets. Inside this dataset, there are 31 

columns out of which 28 are named as v1-v28 to 

protect sensitive data.  The Jupyter software with 

windows 10.1 system has been used to develop this 

project. The proposed system uses two groups 

Novel Logistic Regression technique and Support 

Vector Machines Algorithm where this algorithms 

are fitted into the dataset which is then tested and 

trained for the process of estimating the frauds 

happened with user’s credit card where the cost 

estimation and the Time estimation is known, the 

sample size of the dataset is 74. 

 

Novel Logistic Regression Algorithm 

https://paperpile.com/c/nHVeWK/AXxa
https://paperpile.com/c/nHVeWK/AXxa
https://paperpile.com/c/nHVeWK/LLf0
https://paperpile.com/c/nHVeWK/LLf0
https://paperpile.com/c/nHVeWK/LoSe
https://paperpile.com/c/nHVeWK/8Q4o
https://paperpile.com/c/nHVeWK/uuYP
https://paperpile.com/c/nHVeWK/sqnc
https://paperpile.com/c/nHVeWK/AWxF
https://paperpile.com/c/nHVeWK/VSU8
https://paperpile.com/c/nHVeWK/LxhS
https://paperpile.com/c/nHVeWK/4jEt
https://paperpile.com/c/nHVeWK/LLf0
https://paperpile.com/c/nHVeWK/LLf0
https://paperpile.com/c/nHVeWK/uuYP
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https://paperpile.com/c/nHVeWK/ms45e+BWUnO+xGB0A+MUTU8+EdcSg+h2g2D+He2c2+LTogz+3EsXt+Rvj7L
https://paperpile.com/c/nHVeWK/ms45e+BWUnO+xGB0A+MUTU8+EdcSg+h2g2D+He2c2+LTogz+3EsXt+Rvj7L
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https://paperpile.com/c/nHVeWK/ms45e+BWUnO+xGB0A+MUTU8+EdcSg+h2g2D+He2c2+LTogz+3EsXt+Rvj7L
https://paperpile.com/c/nHVeWK/ms45e+BWUnO+xGB0A+MUTU8+EdcSg+h2g2D+He2c2+LTogz+3EsXt+Rvj7L
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This algorithm is used in various fields, including 

machine learning, most medical fields, and social 

sciences. Novel Logistic Regression may be used 

to predict the risk of developing a given software / 

data simulator based on observed characteristics of 

the product. It is also used in marketing 

applications such as prediction of a customer's 

propensity to purchase a product or halt a 

subscription. 

 

Step 1: In the node we first compute the linear part. 

Step 2: Z=WX+B 

Step 3: Notice that the result is only a single value. 

Step 4: A=1/1+e 

Step 5: First, always inspect the columns and data 

types. 

Step 6: Now that we have prepared the data we can 

create a model in Tensor flow. 

Step 7: In Numpy, and in math in general XY=Xi, 

jY, k. 

Step 8: print accuracy. 

Step 9: End. 

 

Support Vector Machines Algorithm 
Support vector machines are a set of supervised 

learning methods used for classification, 

regression, and outlier detection based on 

transaction data simulators. All of these are 

common tasks in machine learning. You can use 

them to detect cancerous cells based on millions of 

images or you can use them to predict future 

driving routes with a well-fitted regression model. 

 

Step 1: Import the dataset 

Step 2: Explore the data to figure out what they 

look like 

Step 3: Pre-process the data 

Step 4: Split the data into attributes and labels 

Step 5: Divide the data into training and testing 

sets 

Step 6: Train the SVM algorithm 

Step 7: Make some predictions 

Step 8: Evaluate the results of the algorithm 

 

Statistical Analysis 

The analysis was done by IBM SPSS version 21. 

Independent variables project, team_exp, year_end 

etc and dependent variables are id, length, effort 

(Porkess and Mason 2012). For both proposed and 

existing algorithms iterations were done with a 

maximum of 20 samples and for each iteration the 

predicted accuracy was noted for analysing 

accuracy. With value obtained from The iteration 

Independent Sample T-test was performed. 

 

3. Result 

 

In Table 1, it was observed that the Novel Logistic 

Regression algorithm is significantly better than the 

Support Vector Machines Algorithm. In the 

CREDITCARD dataset, it is observed that 

accuracy and performance of Novel Logistic 

Regression was significantly better than Support 

Vector Machines Algorithm. 

In Table 2, the Novel Logistic Regression 

algorithm achieved a mean of 93.1500, Standard 

Deviation of 0.81802 and the Standard Error Mean 

of 0.25868. For the Support Vector Machines 

Algorithm. The mean is 71.5900, Standard 

Deviation is 3.05158 and standard error mean is 

0.96499. In Table 3, The 2-tailed significance value 

smaller than 0.000 (p<0.005) showed that our 

hypothesis holds good. 

Figure 1 represents the mean accuracy of the 

prediction of Credit card fraud for Novel Logistic 

Regression Algorithm and Support Vector 

Machines Algorithm. The Novel Logistic 

Regression model obtained 94.20% accuracy and 

the Support Vector Machines Algorithm obtained 

76.00% accuracy. The Novel Logistic Regression 

algorithm technique achieved better performance 

than the Support Vector Machines Algorithm. 

 

4. Discussion 

 

Based on the above study it is observed that the 

Novel Logistic Regression algorithm has better 

accuracy of 92.45% than the Support Vector 

Machines Algorithm which has 71.02% in 

prediction of credit card fraud. There is a statistical 

2-tailed significant difference in accuracy for two 

algorithms is 0.002 (p<0.05) by performing 

independent samples t-tests 

In the existing systems the accuracy for the Novel 

Logistic regression and random forest are 84.40% 

and 73.46% respectively. This analysis paper 

makes use of machine learning to predict the hassle 

of knowing all the certain parameters (Ryman-

Tubb and Krause 2018). Two styles of models of 

cost estimation are there; one is algorithmic and the 

alternative is non algorithmic (Bianchini, Maggini, 

and Scarselli 2009b). The challenge with project 

estimation in software development, unlike other 

industries, is that it's often done with partial data 

and sometimes with incorrect data, too (Pumplun et 

al. 2021). Factors affecting the algorithms are 

sample size of the dataset and test size of dataset 

(Patel 2019). Based on the above finding, the 

proposed algorithm was chosen to improve the 

accuracy.  

The limitations of the Novel Logistic regression 

algorithm is that on high dimensional datasets, this 

may lead to the model being over-fit on the training 

set, which means overstating the accuracy of 

predictions on the training set and thus the model 

https://paperpile.com/c/nHVeWK/LxhS
https://paperpile.com/c/nHVeWK/AuAd
https://paperpile.com/c/nHVeWK/AuAd
https://paperpile.com/c/nHVeWK/tlWG
https://paperpile.com/c/nHVeWK/tlWG
https://paperpile.com/c/nHVeWK/Ipxx
https://paperpile.com/c/nHVeWK/Ipxx
https://paperpile.com/c/nHVeWK/NvD6
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may not be able to predict accurate results on the 

test set. So on high dimensional datasets, 

Regularization techniques should be considered to 

avoid overfitting (Goyal and Sharma 2020). The 

work can be done in an enhanced manner for effort 

estimation by considering many attributes for the 

Novel Logistic regression algorithm in future so 

that it can work effectively and improve the 

prediction accuracy. Attributes like TeamExp, 

Entities, PointAdjus can improve the accuracy. 

 

5. Conclusion 

 

In this research, the aim was to predict Credit card 

Fraud with accurate values. Here we proposed a 

method for Credit card Fraud Detection using 

machine-learning techniques, Accuracy of Novel 

Logistic Regression algorithm (92.45%) performs 

better than the accuracy of Support Vector 

Machines Algorithm (71.02%) in predicting Credit 

card fraud detection.  
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Tables and Figures 

  

Table 1. Comparison of prediction accuracy between Novel Logistic Regression and Support Vector Machines 

Algorithm The Novel Logistic Regression clustering obtained accuracy of 92.45% compared to Support Vector 

Machines Algorithm having 71.02%. 

                Execution Novel Logistic Regression Support Vector Machines 

1 93.00 76.00 

2 92.60 75.20 

3 92.00 74.00 

4 94.02 73.40 

5 94.00 72.00 

6 92.30 71.00 

7 93.01 70.00 

8 94.00 69.30 

9 94.12 68.00 

10 92.45 67.00 

 

Table 2. Mean of the Novel Logistic Regression algorithm is 93.1500 and Support Vector Machines Algorithm 

mean value is 71.5900. The below table will show the  Novel Logistic Regression algorithm obtained standard 

deviation (0.81916) and standard error means(0.25868). 

 Accuracy 

Group N Mean std.deviation std.Error mean 

Novel Logistic 

Regression 
10 93.1500 0.81916 0.25868 

Support Vector 

Machines 
10 71.5900 3.05158 0.96499 

 

Table 3. Independent Samples Test. The accuracy increases and the error rate decreases. The 2-tailed 

significance is less than 0.002. 
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Fig. 1. Prediction accuracy for the two algorithms. The accuracy of the  Novel Logistic Regression algorithm is 

better than the accuracy of the Support Vector Machines Algorithm. X Axis: Novel Logistic Regression vs 

Support Vector Machines Algorithm Y Axis: Mean accuracy of detection +/-2SD. 

 

 

 

 

 

 


