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Abstract 

Aim: The main objective of this study is to predict the Sales of E-commerce using Extreme gradient boosting 

which is a base model and compared with Arima model algorithm. 

 Materials and Methods: Extreme gradient boosting and Arima model algorithms are used to predict the Sales 

of E-commerce. Sample size is calculated using G Power calculator and found to be 25 per group has been taken 

and a total of 50 samples are used. Where Pretest power is 80% and CI of 95%.   

Results: Based on the analysis Extreme gradient boosting  has significantly more accuracy (83.50) compared to 

random arima model  algorithm (79.50). There is a Statistically Significant difference between the two groups 

with p=0.02 (p<0.05).  

Conclusion: According to this study Extreme gradient boosting has better accuracy than the Linear regression 

algorithm to predict the sales  prices in E-commerce . 
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1. Introduction 

 

Sales prediction is very much important in this 

present world to analyze the sales of gods and to 

get an idea on profits and losses. (Omar, Hani, Van 

Hai Hoang, and Duen-Ren Liu. 2016). “A Hybrid 

Neural Network Model for Sales Forecasting Based 

on ARIMA and Search Popularity of Article 

Titles.” Computational Intelligence and 

Neuroscience 2016 (May): 9656453.( Brownlee, 

Jason. 2018). Deep Learning for Time Series 

Forecasting: Predict the Future with MLPs, CNNs 

and LSTMs in Python. Machine Learning Mastery. 

Due to the increase of population across the world, 

the usage of the internet has become so frequent. It 

led to the growth of mobile shopping and a new 

industry came into the picture ‘E-commerce’ . In 

this sector they have to analyze sales frequently to 

make profits. There are many algorithms that can 

be used in future esteems. In this study we are 

using extreme gradient boosting which predicts the 

e-commerce sites sales prediction. (Mentzer, John 

T., and Mark A. Moon. 2004). Sales Forecasting 

Management: A Demand Management Approach. 

SAGE. (Hazim, Mohamad, Nor Badrul Anuar, 

Mohd Faizal Ab Razak, and Nor Aniza Abdullah. 

2018). (“Detecting Opinion Spams through 

Supervised Boosting Approach.” PloS One 13 (6): 

e0198884. Chatfield, Chris. 2000. Time-Series 

Forecasting. CRC Press). (Chatfield, Chris. 2000). 

Time-Series Forecasting. CRC Press. Arai, Kohei, 

and Supriya Kapoor. 2019. Advances in Computer 

Vision: Proceedings of the 2019 Computer Vision 

Conference (CVC),( Volume 2. Springer.). 

Algorithms can be applicable in different sectors in 

real world problems. Extreme gradient boosting 

helps in forecasting techniques whereas the arima 

model helps in multiple ways in forecasting as well 

as in developing deep learning models and 

contributing solutions to real world problems. 

 

There are 3000 research articles published based on 

real estate price prediction based on Extreme 

gradient boosting and Arima model in science 

direct and also 325 research articles in google 

scholar and 22 research articles were published in 

IEEE xplore for sales  prediction. The research gap 

between existing one and for this is four years. The 

existing research Arima model has the value of 

79.50. This research is developed with minimum 

gained experience through learning. The aim of the 

study is to improve accuracy of the proposed 

algorithm when compared to the existing algorithm 

Arima model, which is the algorithm used for 

existing research with an average accuracy rate. 

Wei, Leyi, Wenjia He, Adeel Malik, Ran Su, 

Lizhen Cui, and (Balachandran Manavalan. 2021). 

“Computational Prediction and Interpretation of 

Cell-Specific Replication Origin Sites from 

Multiple Eukaryotes by Exploiting Stacking 

Framework.” Briefings in Bioinformatics 22 (4). 

(Gupta, G. S. 1993). Arima Model for and 

Forecasts on Tea Production in India. (Wu, Yhao 

Yang. 2010). Stock Index Prediction Based on 

Gray Theory, ARIMA Model and Wavelet Method. 

(Ieee Staff. 2018.) 2018 17th Ieee International 

Conference on Machine Learning and Applications 

(ICMLA).Our team has extensive knowledge and 

research experience  that has translated into high 

quality publications (Mohan et al. 2022; Vivek et 

al. 2022; Sathish et al. 2022; Kotteeswaran et al. 

2022; Yaashikaa et al. 2022; Saravanan et al. 2022; 

Jayabal et al. 2022; Krishnan et al. 2022; Jayakodi 

et al. 2022; Mohan et al. 2022) 

 

The existing Arima model algorithm is poor in 

finding the better  accuracy for E-commerce sale 

prediction (forecast). So, This paper is about the 

proposed system Extreme gradient boosting  that 

has better performance and accuracy than the 

Arima model algorithm in e-commerce sales 

prediction. The aim of this paper is to make an 

intelligent system using an approach based on the 

novel Extreme gradient boosting algorithm to 

perform better accuracy in comparison with the 

Arima model algorithm. 

 

2. Materials and Methods  

 

This research work is done in the Department of 

Computer Science and Engineering, Saveetha 

School of Engineering (SSE), Saveetha Institute of 

Medical and Technical Sciences (SIMATS), 

Chennai. In this study two sample groups were 

taken. Group 1 was Linear Regression algorithm 

and group 2 was Gradient Boosting algorithm. 

Sample size is calculated using Gpower, consider 

the pretest power to be 80% and threshold 0.05. 

Which is mainly dependent on two 

algorithms,which have the sample sizes of Linear 

Regression (220) and Gradient Boosting (220) 

which is 440. The work has been carried out with 

3000 records and the dataset consists of different 

features like sales,goods,production… Which is 

taken from the kaggle dataset. Accuracy is 

predicted using two different groups. Here the data 

is from the kaggle website 

(https://www.kaggle.com/somyaagarwal69/gold-

forecasting). (Hazim, Mohamad, Nor Badrul 

Anuar, Mohd Faizal Ab Razak, and Nor Aniza 

Abdullah. 2018). The model is tested on the setup 

with Hardware requirements i7 processor, 16GB 

RAM and 256 SSD by using Hp laptop. The 

software configuration is Windows 10. The tool 

which is used to execute the process is jupyter 

notebook version 6. Algorithm is implemented 
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using the python3 code and accuracy of both 

groups is determined based on the dataset. 

 

Extreme Gradient Boost 

The extreme gradient boost algorithm is one of the 

key algorithms of machine learning algorithms 

which gives more accurate results. Decision trees, 

in their simplest form, are easy to visualize and 

interpret, but building intuition for the next-

generation of trees-based algorithms requires a lot 

more sophistication and expertise.( Perez, Bruno 

C., Marco C. A. M. Bink, Karen L. Svenson, Gary 

A. Churchill, and Mario P. L. Calus. 2022. 

“Prediction Performance of Linear Models and 

Gradient Boosting Machine on Complex 

Phenotypes in Outbred Mice.” G3 , February.  

The following steps to be followed for extreme 

gradient boosting algorithm to group the data 

Specify the following as input: 

Input data N 

Number of iterations M 

A base-learner h 

A loss function l 

Initialize l0 to a constant 

for t = 1 to M: 

compute the negative gradient 

fit a new base-learner function hi 

Find the best gradient descent step-size p 

update the function estimate  

 

Arima Model 

This is an acronym which stands for Auto 

Regressive Integrated Moving Average, and it 

actually describes a set of models which uses its 

own lags and forecast errors to 'explain' a time 

series and use it to forecast future values. Three 

terms define an arima model: p, d, and q. The 'Auto 

Regressive' (AR) term's order is 'p.' It's the number 

of Y delays that will be used as predictors. The 

order of the 'Moving Average' (MA) word is 'q.' It 

relates to how many lagged forecast mistakes 

should be included in the arima model. A pure 

Auto Regressive (AR alone) model is one in which 

Yt is only determined by its own lags. To put it 

another way, Yt is a function of the 'lags of Yt. 

where $Yt-1$ is the series' lag1, $beta1$ is the lag1 

coefficient predicted by the model, and $alpha$ is 

the intercept term estimated by the model. where 

the error terms are the errors of the autoregressive 

models of the respective lags. The errors Et and 

E(t-1) are the errors.(Van Calster, Tine, Bart 

Baesens, and Wilfried Lemahieu. 2017. 

“ProfARIMA: A Profit-Driven Order Identification 

Algorithm for ARIMA Models in Sales 

Forecasting.” Applied Soft Computing.  

 

 ARIMA model in words: Predicted Yt = constant 

+ linear combination lags of Y (upto p lags) + 

linear combination of lagged forecast errors (upto q 

lags) 

Algorithm Steps 
1. Visualize the Time Series Data 

2. Identify if the date is stationary 

3. Plot the Correlation and AutoCorrelation Charts 

4. Construct the ARIMA Model or Seasonal 

ARIMA based on the data 

Statistical Analysis 

The statistical software which is doing for analysis 

is IBM SPSS version 22(64 bit) which is analysis 

software which is done by uploading dataset to 

software which is done by uploading dataset to the 

software which gives the output as independent 

variables N,means,Std deviation,std. error means 

with the accuracy as the output for given models 

extreme gradient boost and random forest 

regressor. (Lu, Shaobo. 2021. “Research on GDP 

Forecast Analysis Combining BP Neural Network 

and ARIMA Model.” Computational Intelligence 

and Neuroscience 2021 (November): 1026978). 

 

3. Results 

 

Machine Learning Algorithms are used in this 

study to predict sales of e-commerce, as everything 

related to the e-commerce market. Here we test the 

performance of the algorithms and how 

significantly these algorithms can predict the sales 

of e-commerce sites. Two algorithms are selected 

and tested for which algorithm produces the highest 

rate of  accuracy. 

Table  1 shows pseudo code of extreme gradient 

boost algorithm. Table 2 represents pseudo code of 

the Arima model algorithm. 

Table 3 represents the data set with attributes and 

explains the group statistics algorithm and accuracy 

using sample values of 50 for extreme gradient 

boosting and 20 for arima model, Mean=83.50 for 

extreme gradient boosting and Mean=79.50 for 

arima model. Std.Deviation=3.028 is equal for both 

models  Table 4 explains about the independent 

variables, which defines the equal variances 

assumed and equality of means with sig.(2-

tailed)=0.02 for both assumed and non assumed 

variances and mean differences=10.000 for both 

assumed and non assumed variances and 95% of 

confidential value respectively.  Figure 1 gives  the 

comparison of mean accuracy of the proposed and 

the existing algorithm. The accuracy of the extreme 

gradient boost algorithm is found to be 83.50% and 

the arima model algorithm has accuracy of 79.50%. 

 

4. Discussion  
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The data evolution was done using IBM SPSS 

software version21.To analyze data for performing 

independent sample T-test and group statistics be 

carried out.which represents the comparison of two 

algorithms with their accuracy percentages 83.50% 

for Extreme gradient boosting  and 79.50% for 

Arima model.  There are many studies which are 

related to similar studies of proposed research 

where findings are (Chen, Shijun, Xiaoli Han, 

Yunbin Shen, and Chong Ye. 2021). “Application 

of Improved LSTM Algorithm in Macroeconomic 

Forecasting.” Computational Intelligence and 

Neuroscience 2021 (October): 4471044. 

Alamrouni, Abdelgader, Fidan Aslanova, Sagiru 

Mati, Hamza Sabo Maccido, Afaf A. Jibril, A.( G. 

Usman, and S. I. Abba. 2022). “Multi-Regional 

Modeling of Cumulative COVID-19 Cases 

Integrated with Environmental Forest Knowledge 

Estimation: A Deep Learning Ensemble 

Approach.” International Journal of Environmental 

Research and Public Health 19 (2). (Huang, 

Zeying, Haijun Li, and Beixun Huang. 2021). 

“Regional Distribution of Non-Human H7N9 

Avian Influenza Virus Detections in China and 

Construction of a Predictive Model.” Journal of 

Veterinary Research 65 (3): 253–64. (Hyndman, 

Rob J., and George Athanasopoulos. 2018). 

Forecasting: Principles and Practice. OTexts. 

(Sudarshan, Vidya K., Mikkel Brabrand, Troels 

Martin Range, and Uffe Kock Wiil. 2021). 

Performance Evaluation of Emergency Department 

Patient Arrivals Forecasting Models by Including 

Meteorological and Calendar Information: A 

Comparative Study.Computers in Biology and 

Medicine 135 (August): 104541. Main limitation is 

the assumption of linearity between the dependent 

and independent variables. Assumes that there is a 

straight line relationship between dependent and 

independent variables which is incorrect many 

times. Non linearity of prediction relationships. 

The future scope of this study explains how it is 

useful for the clients with improved accuracy. 

Feature Section techniques are used in this 

algorithm. To simplify  the model. To get the best 

analysis of sales. The feature section algorithm can 

reduce the computation time and improve the 

classification across the classifiers. 

 

5. Conclusion 

 

Based on the obtained results the extreme gradient 

boosting has better significance value compared to 

the arima model. The accuracy of the Extreme 

gradient boosting Algorithm is 83.50% and the 

arima model has 79.50%. It proves that extreme 

gradient boosting is an efficient method compared 

to the arima model algorithm. Independent sample 

T-test result is done with confidence interval as 

95% and significance level as 0.02 (Extreme 

gradient boosting appears to perform significantly 

better than arima model algorithm with the value of 

p<0.05). 
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Tables and Figures  

 

Table 1. Pseudo codes of Extreme Gradient Boosting Algorithm  

Input: D={(x₁, y₁), ..., (XN, YN)}, 0,Y 

 

Output: F(x) = 0 F₁(x) 

 

Initialize F₁(x) = arg ming EoL(yi. B) i=0 

 

While (m< M) 

 

di = [OL(y₁, F(x₂))/OF(xi)]F(x)=Fm-1(x1) 

 

{(x₁, di)},i = 1, N 

 

Pm = arg min, E1L(yi, Fm-1(x) + pg(x)) 

 

Fm(x) = Fm-1(x) + YPmg(x) 

 

Table 2.  Pseudo code for Arima model 

procedure FINDOPTIMALARIMA 

aic← inf 

for p← 0 to 3 do 

for d← 0 to 2 do 

for q← 0 to 3 do 

Model← fit (arima(p,d,q,allow_drift←True, allow_mean← True),X) 

aic_crr←compute_Aic(model) 

If aic_curr<aic_then 

model_apt←model 

aic←aic_curr 

Return model_opt 
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Table 3. The table explains about the group statistics of the model by comparing the algorithm and accuracy 

sample values =10 for Extreme Gradient  Boost and 10 for Arima model Mean= 83.50 for Extreme Gradient  

boost and 79.50 for X Arima model std.Deviation =3.028 for Extreme Gradient  boost and 3.028 for Arima 

Model Std.Error Mean=.957 for Extreme Gradient  boost and .957 Arima model . 

 Group N Mean Std. Deviation 
Std. Error 

Mean 

Accuracy Extreme Gradient  boost 10 83.50 3.028 .957 

 Arima Model 10 79.50 3.028 .957 

 

Pseudocode 

from sklearn.ensemble import GradientBoostingClassifier #For Classification 

from sklearn.ensemble import GradientBoostingRegressor #For Regression 

clf = GradientBoostingClassifier(n_estimators=100, learning_rate=1.0, max_depth=1) 

clf.fit(X_train, y_train) 

 

Table 4. The significance value  obtained is p=0.02 (p<0.05), which shows that two groups are  statistically 

significant. The graph explains the comparison of the accuracy value with algorithms Extreme Gradient boost 

and Arima model where the accuracy of extreme gradient boost is 83.50% and the accuracy value of the Arima 

model  is 79.50%. 
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.000 0.02 2.954 18.000 .008 4.000 1.354 1.155 6.845 

Loss          Equal 

Variances 

assumed 

Equal variances not 

assumed 

.000 0.02 2.954 18.000 .008 4.000 1.354 1.155 6.845 

 

GGraph 

http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingClassifier.html#sklearn.ensemble.GradientBoostingClassifier
http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingRegressor.html#sklearn.ensemble.GradientBoostingRegressor
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Fig. 1.  This bar chart represents the comparison of mean accuracy between extreme gradient boosting and the 

arima model algorithm. The accuracy of the extreme gradient boosting is found to be 83.50% and the linear 

regression algorithm is 79.50%. Extreme gradient boosting algorithm gives better results compared to the Arima 

model algorithm which has accuracy of 83.50%, The mean accuracy detection is ±1 SD. 

                                                          

 


