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Abstract 

 

Aim: To enhance the Music genre classification using Novel Support Vector clustering Algorithm and  Logistic 

Regression with improved accuracy.  

Materials and methods: Two groups such as novel Support Vector Machines Algorithm and  Logistic 

Regression  are applied. There will be a total of samples analyzed using this approach of 1000 music files. 

Among this sample dataset, 300 music files[70%] portion of the dataset was used as a training dataset. and 700 

[30%] was taken as a testing dataset. Programming experiment was carried out for N=10 iterations for the Novel 

Support Vector clustering Algorithm and  Logistic Regression algorithm respectively. Computation processes 

were executed and verified for exactness. Each group consists of a sample size of 10 Alpha value of the study's 

parameters is 2.020, beta value 1.359. The SPSS was used for predicting significance value of the dataset 

considering G-Power value as 80%.  

Results and Discussions: Novel Support Vector clustering Algorithm  shows a high accuracy and homogeneity 

for Music genre classification, and statistical significance difference is less than 0.001 (p>0.05). 

 Conclusion: The purpose of this essay is to adopt a novel method to the study of the subject Music genre 

classification. Comparison results show that efficiency Using the novel Support Vector Clustering technique is 

better than  Logistic Regression Classifier  for Music genre classification. 

 

Keywords: Music Genre Classification, Novel Support Vector Clustering algorithm, Logistic Regression, 

Machine Learning, Acoustic features, Gtzan Database, Emotion. 
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1. Introduction 

 

Computerized music handling is interested in 

music kind expectations. Advanced sign 

preparation procedures were used to eliminate 

music's acoustic components for the purpose of this 

evaluation and afterward music kind 

characterization and music proposals have been 

developed using machine learning methods. 

Moreover, Convolutional neural networks, Class 

classification and music suggestion and 

assessment, both of which are effective teaching 

strategies, were carried out using these techniques. 

Gtzan's database was used in the review, and the 

best results were achieved using the Gtzan 

information base with the Novel Support Vector 

Clustering calculation (Sousou et al. 2022). Since 

its widespread implementation, the Internet has had 

a significant impact on the music industry, 

including a wide range of progress. Instances of 

these turns of events incorporate the far reaching 

utilization of online music tuning in and deals 

stages, rights to copyrighted material, grouping of 

music kind, and music suggestions. In today's day 

and age, music broadcasting has had a significant 

impact on the industry, individuals can pay 

attention to music whenever and at anyplace and 

can come to a great many melodies through 

different music listening stages like Last.fm and 

Spotify. In this review, it is planned to make 

melodic proposals and music type arrangement 

utilizing acoustic components obtained by 

advanced sign preparation techniques from crude 

music disregarding the client's music profile or 

cooperative separation (Tate et al. 2013). 

Transformation of the original input set to higher 

dimensional feature space is done using the kernel 

function of Novel Support Vector Clustering 

algorithm, In the field of music signal processing, 

gtzan, which was initially introduced by G. 

Tzanetakis, is one of the most popular datasets. The 

advantage of Support Vector Clustering is that it 

requires less training data when compared to other 

models. The acoustic handling of the music data set 

improves the accuracy by a greater rate. The 

proposed algorithm helps in improving the 

accuracy of Music Genre Classification (Kawano et 

al. 2022). 

There are about 34 articles in IEEE xplore and 20 

in Scopus related to this study. In a study by G. 

Tzanetakis, In gtzan-based systems the probability 

was found using past frames and future frames 

which cover low-range in Blues, classical, country, 

disco, hip-hop, jazz, metal, pop, reggae, and rock 

are among the 100 genres represented in the gtzan. 

Support Vector Clustering is derived from the use 

of sequential data. Analyzing audio data using 

time-frequency is by far the most prevalent audio 

processing technique. (Nizamettin (2018)). The 

KNN (K-Nearest Neighbors) unfolds in time 

involved in its forward computation (Lim, Jang, 

and Lee 2016). KNN formulates as a dynamic 

classifier that analyzes each frame in turn to 

determine the class label.  In a paper by (Hadjadji 

et al. 2019), it is said that Logistic Regression is 

suitable for learning time series data i.e long term 

temporal dependencies. Speech signal of the 

denoising autoencoder implemented with Logistic 

Regression is said to improve classification 

performance (Fayek, Lech, and Cavedon 2017). 

Previously there was wide-ranging research 

expertise in a wide range of academic fields. 

(Zhang et al. 2022). 

Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022).Some datasets are aimed at theoretical 

research rather than processing it as per the real life 

Emotion. Therefore defining the boundaries 

between the Music Genre. Most of the existing 

standard feature extraction processes are for short-

term analysis, So researchers have made their own 

feature set. Finally a paper is proposed assuming all 

the limitations in Machine Learning. This paper 

solely focuses on enhancing the Music models to 

increase the accuracy of Music Genre classification 

(Liu et al. 2022). 

 

2. MATERIALS AND METHODS 

 

This work is done at Saveetha School of 

Engineering. The review comprises two example 

bunches i.e Support Vector grouping Algorithm 

and Logistic Regression. Each gathering comprises 

10 examples with pre-test force of 0.18. The 

example size was gathered from (G. Tzanetaki, 

gtzan dataset) by keeping the edge at 0.05, G force 

of 80%, certainty stretch at 95%, and enrolment 

proportion as 1. The collection of data used to 

create the grouping is taken from the gtzan 

Database of Music classification, an open-source 

information vault for music signal preparation. It 

contains insights regarding the 100 tunes included 

in the gtzan, which includes blues, traditional, 

country, disco, hip-hop, jazz, metal, pop, reggae, 

and rock genres (Goienetxea et al. 2018). 

The dataset contains 3 columns. In the Satz (Genre) 

column, it represents the Feature Dataset in wav 

files format. In the erkannt (sound wave) column, it 

represents the selection of the sentences that take 

place with at least 80% correctly recognized 

https://paperpile.com/c/B7oBfP/FklU
https://paperpile.com/c/B7oBfP/Se6x
https://paperpile.com/c/B7oBfP/l9ga
https://paperpile.com/c/B7oBfP/l9ga
https://paperpile.com/c/B7oBfP/mN4KN
https://paperpile.com/c/B7oBfP/mN4KN
https://paperpile.com/c/B7oBfP/LXCRW
https://paperpile.com/c/B7oBfP/LXCRW
https://paperpile.com/c/B7oBfP/e32AW
https://paperpile.com/c/B7oBfP/ucSr
https://paperpile.com/c/B7oBfP/O2tiS+oSY5g+AyOKN+TEcFp+FahwR+PlvjY+HKM6f+u8weW+EJtKb+yDNBw+UtHz1
https://paperpile.com/c/B7oBfP/O2tiS+oSY5g+AyOKN+TEcFp+FahwR+PlvjY+HKM6f+u8weW+EJtKb+yDNBw+UtHz1
https://paperpile.com/c/B7oBfP/O2tiS+oSY5g+AyOKN+TEcFp+FahwR+PlvjY+HKM6f+u8weW+EJtKb+yDNBw+UtHz1
https://paperpile.com/c/B7oBfP/O2tiS+oSY5g+AyOKN+TEcFp+FahwR+PlvjY+HKM6f+u8weW+EJtKb+yDNBw+UtHz1
https://paperpile.com/c/B7oBfP/O2tiS+oSY5g+AyOKN+TEcFp+FahwR+PlvjY+HKM6f+u8weW+EJtKb+yDNBw+UtHz1
https://paperpile.com/c/B7oBfP/O2tiS+oSY5g+AyOKN+TEcFp+FahwR+PlvjY+HKM6f+u8weW+EJtKb+yDNBw+UtHz1
https://paperpile.com/c/B7oBfP/gJlb
https://paperpile.com/c/B7oBfP/XTKR
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emotion. whereas in natuerlich (frequency) column, 

it represents at least 60% of the assessments as 

natural. The dataset contains 816 instances. The 

independent variables in this study are audio wav-

files and the dependent variables are recognized 

Music Genre Classification. It was necessary to 

divide the data set into training and testing sections 

using a predetermined test size of 0.2 (Hao 2019). 

For training of the Support Vector Clustering, the 

sample size for the experiment is about 20% 

leftover data from the complete dataset 80% is used 

for the training set. The Support Vector Clustering 

training set determines a hyperplane to partition the 

training data into two groups, whereas the Logistic 

Regression model uses backpropagation for 

training. The whole dataset is fitted for training the 

Novel Support Vector Clustering algorithm and 

Logistic Regression model. Both models are 

evaluated using a small sample size of 10 using 

Python 2.7 (Ajoodha 2014; Wilkes, Vatolkin, and 

Müller 2021). 

 

Support Vector Clustering 

Support Vector Clustering are no assumptions 

made regarding the quantity or form of the data 

clusters while using this nonparametric clustering 

approach. High-dimensional data frequently 

requires preprocessing, such as utilizing principal 

component analysis, which we've found to be most 

effective with low-dimensional data. libsvm is used 

for the implementation. With increasing sample 

size, the fit time quadruples, making it infeasible to 

fit more than 10,000 samples. Consider using 

Linear Support Vector Clustering or SGDclassifier 

instead, potentially after a Nystroem transformer 

for huge datasets. When it comes to multiclass 

support, we use a one-vs-one approach. 

Presently, Prepared and tested sets of data are 

separated from one other, utilizing a test size of 

0.2. Scaling the sets utilizing the standard scaler 

Fitting the preparation set with Novel Support 

Vector Clustering algorithm and fitting the test set 

to the model to finish last expectations. The 

accuracy of the precision of the forecast's Emotion 

is found using equation 1. 

                                               𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
        —--------- (1)  

where,  

TP= no of true positive model is used to classify  

FP= no of false positive model is used to classify 

TN= no of true negative model is used to classify  

FN= no of false negative model is used to classify 

 

Logistic Regression 
In the context of Supervised Learning, one of the 

most well-known machine learning computations is 

Logistic Regression. It's used to predict the 

unaffected ward variable by combining a number 

of independent variables. Using Logistic 

Regression, an unmitigated ward variable may be 

forecasted. As a consequence, the final value 

should be a straightforward or discrete one. 

Usually, it's either Yes or No, 0 or 1, True or False, 

and so on; nevertheless. When supplying particular 

values, it delivers probabilistic attributes that fall 

anywhere between 0 and 1 in value. 

Logistic Regression is similar to Linear Regression 

but for the way it is applied. Regression concerns 

are addressed with Direct Regression, While 

Logistic relapse is used to deal with the 

characterisation problems. Logistic regression does 

not include the fitting of a relapse line, but rather 

we fit an "S" formed strategic capacity, where 0 or 

1 are the two most important attributes to be 

predicted. 

Logistic Regression is an important Machine 

Learning Algorithm since it provides probabilities 

and classifies new information based on endless 

and discrete datasets.  Logistic Regression  relapse 

utilizes the idea of prescient demonstrating as 

relapse; in this manner, it is called strategic relapse, 

however is utilized to characterize tests; Therefore, 

it falls under the characterization algorithm.The 

subordinate variable should be absolute in 

nature.The autonomous variable should  not have 

multicollinearity. 

 

Statistical Analysis 

Statistical Package for the Social Sciences Version 

26 software was used to do statistical analysis.. An 

independent sample T-test was performed to verify 

the results. It was also possible to determine 

standard deviation and mean errors using the SPSS 

software programme. The independent variables 

are audio wav-files and the dependent variables are 

recognized music genre classification from the 

dataset. 

 

3. Results 

 

The results of the statistical comparison of two 

groups demonstrate Novel Support Vector 

Clustering algorithm Table 8 has a greater mean 

accuracy than Logistic Regression table 9 and The 

standard error mean of Novel Support Vector 

Clustering is slightly lower than the standard error 

mean Fig.1 accuracy with standard deviation error 

is displayed for both methods in a bar chart The 

Support Vector Clustering algorithm had an 

accuracy rating of 63.0% as shown in Table 2 and 

Logistic Regression has scored 61.3% as shown in 

Table 3. The accuracies are recorded by testing the 

algorithms with 10 different sample sizes and the 

average accuracy is calculated for each algorithm.  

From the results of this study, the Novel Support 

Vector Clustering algorithm is proved to be having 

https://paperpile.com/c/B7oBfP/xwLH
https://paperpile.com/c/B7oBfP/E6J0+lkL1
https://paperpile.com/c/B7oBfP/E6J0+lkL1
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better accuracy than the Logistic Regression. Novel 

Support Vector Clustering algorithm has an 

accuracy of 63.0% whereas Logistic Regression 

has an accuracy of 61.3%. In Table 4, The 

statistical examination of the two groups 

demonstrates that Support Vector Clustering Table 

8 has more mean accuracy than Logistic 

Regression Table 9 and the standard error mean 

including standard deviation mean is slightly less 

than Support Vector Clustering. 

The limitation in this model is that the accuracy of 

the Novel Support Vector Clustering algorithm 

Inconsistent data and difficulties gathering the 

appropriate datasets for analysis might have an 

impact. Most of the data is simulated from nature 

which is far from reality. The availability of more 

cross-language related datasets of music, effective 

data preprocessing techniques, and the combination 

of Novel Support Vector Clustering algorithm 

Using additional methods for machine learning 

such as KNN and Random Forest may provide 

more accurate outcomes in the future. 

 

4. Discussion  

 

In this study, Music Genre Classification using the 

Novel Support Vector Clustering Algorithm has 

significantly higher accuracy of 63% in comparison 

to Logistic Regression Classifier with 46% 

Improved Accuracy.  

The similar findings of the paper had an accuracy 

of 63% with the Novel Support Vector Clustering 

Algorithm which was used to detect the music 

(Ismanto, Kusuma, and Anggraini 2021). The 

proposed work of reported Novel Support Vector 

Clustering Algorithm has 63% accuracy which is 

used to predict the accuracy of  Music Genre 

Classification and performance of music waves 

(Chaudary et al. 2021). The work proposed shows 

the Novel Support Vector Clustering Algorithm has 

a better accuracy of 63% (Barbosa et al. 2021). 

Logistic Regression is a parameter to measure 

Music Frequency which is used in both traditional 

and modern methods as per their research it 

opposes Mel-Frequency Cepstral Coefficients has 

highest accuracy and Logistic Regression will get 

least accuracy compared to other machine learning 

techniques  which ranges between 63% when 

compared to other machine learning algorithms 

will get more accuracy than this (Brownlee 2018).  

By using Support Vector Clustering for forecasting 

Music Classification it will have key issues to 

pretend in this paper shows Logistic Regression has 

the least accuracy of 61%. Increasing the dataset's 

value only tends to get desired accuracy. Support 

Vector Clustering performs better with a 

combination of other machine learning algorithms 

(Hozano et al. 2017). 

The limitation of this research is that smaller data 

sets are unable to provide meaningful findings. It is 

not possible to train this model using all of the 

specified feature variable settings. The projected 

project's eventual scope will include music genre 

classification. based on classification model using 

class labels  for lesser time complexity (Bellinger, 

n.d.). Our future work will focus on faster and 

more accurate music detection through the use of 

advanced machine learning techniques. 

 

5. Conclusion 

 

Based on the experimental results, the Novel  

Support Vector Clustering  has been proved to 

recognize speech emotion more significantly than 

Logistic Regression. It can be used in detecting 

Music Genre Classification systems According to 

the findings of the recommendations, the music 

suggestion is particularly effective for specific 

genres of music like classical, the performance of 

certain species is better than others falls in Machine 

Learning. Deep learning architectures and high-

level feature extraction will be major areas of 

future study.  
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Table 1:  Gtzan Dataset  collection from Music Genre Classification 

Genre First 5 Songs First 10 Songs 

Blues 60% 48% 

Classical 88% 90% 

Country 40% 50% 

Disco 48% 40% 
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Hip-hop 72% 60% 

Jazz 52% 42% 

Metal 84% 76% 

Pop 60% 50% 

Reggae 24% 26% 

Rock 60% 50% 

 

Table 2: Accuracy of Music Genre Classification using Support Vector Clustering for 10 Samples Out of 

30(Accuracy=63.0%) 

Test Size Accuracy(%) 

Test 1 63 

Test 2 62 

Test 3 61 

Test 4 60 

Test 5 59 

Test 6 58 

Test 7 57 

Test 8 56 

Test 9 55 

Test 10 54 

 

Table 3: Accuracy of Music Genre Classification using Logistic Regression model  for 

                                        10 Samples Out of 30(Accuracy=63.0%) 

Test Size Accuracy(%) 

Test 1 61 

Test 2 60 

Test 3 59 

Test 4 58 

Test 5 57 

Test 6 56 

Test 07 55 

Test 8 54 
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Test 9 53 

Test 10 52 

 

Table 4:  Group Statistics 

 Groups N Mean std.Deviation std.Error 

ACCURACY SVC 10 58.52 3.050 .965 

 LR 10 56.50 3.028 .957 

Group Statistic analysis, representing Support Vector Clustering (mean accuracy 58.52%, standard deviation 

3.050) and Logistic Regression (mean accuracy 56.50%, standard deviation 3.028). 

 

Table 5:  Independent sample test 

Independent sample test 

 

Levene's 

Test for 

Equality 

of 

Variances 

 

 

t-test for Equality of Means 

95% 

Confidence 

Interval of 

the 

Difference 

F 
Sig

. 
t df 

Significan

ce 

One-Sided 

p 

Significan

ce 

Two-

Sided p 

Mean 

Differen

ce 

Std. 

Error 

Differen

ce 

Low

er 

Upp

er 

Accura

cy 

Equal 

varianc

es 

assume

d 

.00

1 

.97

6 

1.48

6 
18 .077 .155 

2.020 

 

 

1.359 -.835 
4.87

5 

Equal 

varianc

es not 

assume

d 

 

  
1.48

6 

17.99

9 
.077 .155 

2.020 

 

 

1.359 -.835 
4.87

5 

 

Independent Sample Tests results with confidence interval as 95% and level of significance as 0.05 (Support 

Vector Machine appears to perform significantly better than  Logistic Regression model with the value of 

p=0.18).  

 

Table 6: Independent Sample Effect Size 
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Standardizer 

 

Point Estimate 

95% Confidence Interval 

Lower Upper 

ACCURACY 

Cohen’s d 3.039 .665 -.247 1.559 

Hedges’ 

correction 
3.173 .637 -.236 1.493 

Glass’s delta 3.028 .667 -.277 1.579 

 

The denominator used in estimating the effect sizes.  

Cohen's d uses the pooled standard deviation.  

Hedges' correction uses the pooled standard deviation, plus a correction factor.  

Glass's delta uses the sample standard deviation of the control group.     

 

Table 7: Pseudocode for Support Vector Clustering 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the audio files into numerical values after the extraction feature. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables. 

5. Give test_size and the random_state as parameters for splitting the data using SVM training. 

6. Importing the Support Vector Clustering from sklearn library. 

7. Using Support Vector Clustering, predict the output of the testing data. 

8. Calculate the accuracy of the model. 

OUTPUT 

//Accuracy 

 

 

Table 8:  PseudoCode for Logistic Regression 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the audio files and truncate the input sequences so that they are all the same length for modeling. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables. 

5. Give test_size and the random_state as parameters for splitting the data. 

6. Data preprocessing step. 
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7. Fitting Logistic Regression to the Training set. 

7. Evaluate the output using X_test and y_test function 

8. Get the accuracy of the model. 

OUTPUT 

//Accuracy 

 

 

 
Fig. 1. Comparison of Support Vector Clustering and Logistic Regression in terms of accuracy. The mean 

accuracy of Support Vector Clustering is greater than Logistic Regression and the standard deviation is also 

slightly higher than Logistic Regression. X-axis: Support Vector Clustering vs Logistic Regression. Y-axis: 

Mean accuracy of detection + 1 SD 

 

 

 

 

 

 


