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Abstract 

 

Aim: The research is to show that An Efficient analysis of spread of covid-19 and prediction in India using 

Novel Convolutional Neural Network in comparison to Naive Bayes Algorithm.  

Materials and Methods: Novel Convolutional Neural Network algorithm and Naive Bayes algorithm have 

been used in this research. By using the G-power software sample size is calculated and 10 sample values are 

taken from per group pretest value is 87%.  

Results: Novel Convolutional Neural Network machine learning algorithm has provided 89% compared to  

Naive Bayes algorithm with 88% in the prediction of covid-19 in India with improved accuracy. There is a 

significant difference between the study groups with p=0.0001(p<0.001, 2 tailed).  

Conclusion: Novel Convolutional neural Network algorithm provides more accuracy than Naive Bayes 

algorithm. 
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1. Introduction 

 

COVID-19, a contagious coronavirus disease, was 

firstly reported in Dec 2019 in Wuhan, China, and 

has since spread to 212 countries or regions, 

affecting millions of people. India, a country with 

1.3 billion population, a youngster travelling from 

Wuhan was diagnosed with the sickness in January 

2020. As of May 3, 2020, India had over 37,000 

confirmed illnesses, and the number is steadily 

increasing.(Ghosh, Ghosh, and Chakraborty 2020). 

All governments are attempting to save the lives of 

their citizens by enacting policies such as travel 

restrictions, quarantines, event postponements and 

cancellations, social distance, testing, and harsh 

and soft lockdowns (Arora, Kumar, and Panigrahi 

2020). (Sy et al. 2022)Applications of efficient 

analysis of covid-19 include methods for 

forecasting future cases based on existing data, 

detecting infectious diseases, banking industry, 

insurance industry(Awassa et al. 2022) . Machine 

Learning approaches are used and two solutions, 

one for predicting the chances of being infected and 

other for forecasting the number of positive cases, 

are discussed. CoronaVirus is a disease that comes 

suddenly and gets worse quickly. Many times, the 

cause can’t be found. The immediate treatment will 

help to recover fast. This research will help to 

identify the spread of coronavirus in hospitals 

(Shah et al. 2021).  

 

The spread of Coronavirus has been carried out by 

researchers and google scholar articles of 5210, one 

ieee xplore paper and science direct articles of 569. 

The disease's contagious nature and lack of 

vaccines hampered social bonds and resulted in 

economic collapse, putting a strain on global 

economic and healthcare institutions. (Bhatti and 

Bhatti 2019) This prompted a rush of study into the 

virus to try to halt its spread, find a cure, and assist 

local governments throughout the world in 

determining how to stop it from 

spreading.(Rajaraman et al. 2020) The demand for 

assistance in assisting countries in identifying how 

to best reopen their economies and handle 

healthcare logistics is growing. The dissemination 

of COVID-19 must be predicted with precision and 

clarity. There is a need to anticipate patterns in the 

virus's transmission using available data. Many 

governments depend significantly on such forecasts 

to determine their next steps, whether it's allocating 

medical resources or easing or increasing lockdown 

levels.Machine learning is a data-driven analytic 

technique that focuses on the integration of a wide 

range of information into patterns that can be used 

for prediction (Martha 2020). In the existing 

systems, the accuracy is very low. If the accuracy is 

increased it will be easy to predict the Coronavirus 

(Ghosh, Ghosh, and Chakraborty 2020).Our team 

has extensive knowledge and research experience  

that has translated into high quality publications(K. 

Mohan et al. 2022; Vivek et al. 2022; Sathish et al. 

2022; Kotteeswaran et al. 2022; Yaashikaa, 

Keerthana Devi, and Senthil Kumar 2022; 

Yaashikaa, Senthil Kumar, and Karishma 2022; 

Saravanan et al. 2022; Jayabal et al. 2022; 

Krishnan et al. 2022; Jayakodi et al. 2022; H. 

Mohan et al. 2022) 

 

The research gap in the existing paper is less 

accuracy. Here a small amount of data is used to 

determine accuracy because a huge amount of data 

will influence the accuracy. The machine learning 

techniques are used to conduct a comparative study 

on the spread of coronavirus and the accuracy 

values of the algorithms are found. The aim of this 

project is to find better accuracy to find the 

efficient spread of coronavirus. 

 

2. Materials and Methods 

 

The study is performed at Saveetha school of 

engineering. There are two groups in the study, 

which are group 1 is Novel Convolutional Neural 

Network and group 2 is Naive Bayes. G-power 

calculation is used to calculate the required samples 

for this analysis. (Chisholm-Burns, Vaillancourt, 

and Shepherd 2014) The minimum power of the 

analysis is fixed at 0.8, while the maximum 

accepted error is fixed at 0.2. The data set has the 

patient details of the coronavirus symptoms. 

(Randhawa et al. 2020) Attributes are patient name, 

age, gender, positive, negative. The dataset should 

be in a comma-separated value file format. The 

required samples for this analysis are done using G 

power calculation (p=0.001,2-tailed). The data had 

been collected from Kaggle. The Weka tool is a 

software that is used to test the dataset (Xu, Chen, 

and Tang 2020). The system has an 11th Gen 

Intel(R) Core(TM) i5-1135G7 @ 2.40GHz   2.42 

GHz processor, 8GB of RAM, and 256GB of SSD 

storage, and it runs on Windows 10. After the 

collection by preprocessing, all the null values and 

missing values present in the dataset were removed 

by cleaning the data of the dataset. The algorithms 

are compared to find which one is better. The 

testing setup for the proposed system to implement 

with the Weka 3.8.5. SPSS tool used for statistical 

analysis.  
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Convolutional Neural Network (Cnn) 

A Novel convolutional neural network is a class of 

artificial neural networks, most commonly applied 

to analyse visual imagery.CNN’s are regularised 

versions of multilayer Multilayer perceptrons 

usually mean fully connected networks, that is, 

each neuron in one layer is connected to all neurons 

in the next layer.CNN uses relatively little pre-

processing compared to other image classification 

algorithms and it lacks in the development of fast 

data mining models capable of making quick 

predictions. 

 

Pseudo code for CNN: 

Step 1: Import the training dataset.  

Step 2: Preprocess the imported data.  

Step 3: Select the classification 

Step 4: Select the Novel Convolutional Neural 

Network algorithm.  

Step 5: Start the process. 

 

Naive Bayes: 

 Naive Bayes classifiers are a collection of 

classification algorithms based on the Naive Bayes 

Theorem. It is not a single algorithm but a family 

of algorithms where all of them share a common 

principle, every pair of features being classified is 

independent of each other. 

Pseudo code for Naive Bayes: 

Step 1: Import the training dataset.  

Step 2: Calculate the coefficient.  

Step 3: Preprocess the imported data.  

Step 4: Select the classification.  

Step 5: Select the  Naive Bayes algorithm.  

Step 6: Start the process. 

 

Statistical Analysis 

For statistical analysis, the SPSS tool is used. In 

SPSS the data set is prepared using a sample size of 

10 the data is analysed using Novel Convolutional 

Neural Network algorithm and Naive Bayes. To 

find equality of means, an independent sample test 

was performed using the SPSS tool. 

 

3. Results   

 

CNN appears to be performing significantly better 

as compared to Naive Bayes with the value of 

p=0.075. Accuracy was calculated using equation 

(1).     

                                                 

Accuracy=a+d/a+b+c+d—(1) 

 

Class ‘a’ denotes true positive, ‘b’ denotes false 

positive, and ‘d’ denotes false negative are the 

expected values, whereas True and False are the 

actual values.  The SPSS application is used for 

statistical analysis. In SPSS, the data is analyzed 

using Convolution Neural Network and Naive 

Bayes, and statistical analysis is performed on the 

two groups using the train and test sets. Table 2 

covers the independent samples test categories for 

equality of variance, and the t-test for equality of 

mean variations and error differences. Table 3 

presents group statistics for mean, standard 

deviation, and standard error mean for a sample 

size of ten. Both the significance level and the 

confidence interval are set at p=0.075. The 

experimental setup's system architecture is depicted 

in Figure 1. The Novel Convolutional Neural 

Network seems to perform much better than Naive 

Bayes, with a p=0.075 value. 

 

4. Discussions 

 

The data evaluation was performed using IBM 

SPSS version 21. Data analysis is performed by 

independent sample T-test and group statistics 

carried out. The Novel Convolutional Neural 

Network algorithm which has a mean accuracy is 

89% and error rate is11% and   Naive Bayes 

algorithm has mean accuracy of 88% and the error 

rate is 12%. The values of the CNN algorithm and 

NB algorithm are analysed statistically and the 

significant  difference found between the two 

algorithms and better accuracy for CNN machine 

learning algorithms in predicting the spread of 

coronavirus was greater than 88%.  It was claimed 

that Naive Bayes is minimal and CNN is the most 

effective algorithm.(Padmanaban, n.d.; Chen and 

Jahanshahi 2018). When compared to Naive Bayes, 

CNN proves to be the most significant and 

successful. The Naive Bayes algorithm is 

significantly degraded when irrelevant 

characteristics exist and  drawbacks of the project 

is that it takes the minimum size of data to predict 

the accuracy. Many applications can be developed 

to predict accurately for sensitivity from verified 

platforms. (Putra et al. 2019)  The limitation of the 

spread of coronavirus is that it is a time-consuming 

procedure with increased errors in relational 

analysis, and it requires a higher level of 

interpretation in order to reduce errors when 

dealing with complicated cases. One of the 

drawbacks of the project is that it takes the 

minimum size of data to predict the accuracy. 

Research can further try  for developing  

applications to predict accurately for sensitivity 

from verified platforms.  

 

5. Conclusion 

 

The accuracy value for the prediction of 

CoronaVirus symptoms using machine learning 

techniques, Novel Convolutional Neural Network 

over Naive Bayes is estimated in this proposed 

https://paperpile.com/c/zgjYMf/oT072+VNwuV
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work. Novel Convolutional Neural Network 

appears to be a more accurate percentage than the 

Naive Bayes, according to the summary. The Novel 

Convolutional Neural Network is fast and 

significant since  Naive Bayes is slow and shows 

improved accuracy for huge data. 
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Tables and Figures 

 

Table 1:It shows the comparison data of the accuracies of both the Convolutional Neural Network and Naive 

Bayes. 

Sno CNN NB 

1 95.00 93.00 
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2 94.00 92.00 

3 91.23 90.00 

4 90.75 89.00 

5 90.00 88.45 

6 89.15 88.00 

7 88.30 87.00 

8 87.00 86.57 

9 86.00 85.00 

10 85.00 83.00 

 

Table 2. Group statistics Result-Convolutional Neural Network(89.64%) and Naive Bayes (88.20%) which has a 

sample size of 10 for each group. This table also shows standard deviation and standard error rate. 

 

 

 

Accuracy 

Groups N Mean Std. Deviation 
Std. Error 

Rate 

Convolutional 

Neural Network 
10 89.64 3.25 1.029 

Naive Bayes 10 88.20 3.03 0.95 

 

Table 3. Independent sample T-test - Convolutional Neural Network seems to be significantly better than Naive 

Bayes(p=0.75). 

 

 

 

 

 

ACCURACY 

Levene’s 

test for 

equality of 

variances. 

 

T- test for equality of means 

F Sig. t df 
Sig.(2-

tailed) 

Mean 

difference 

Std. error 

difference 

95% confidence 

interval of the 

difference 

Lower Upper 

Equal variance 

assumed 
0.10 0.075 1.024 18 0.0001 1.44100 1.40733 

-

1.51570 
4.39770 

Equal variances   1.024 17.91 0.0001 1.44100 1.40733 
-

1.51675 
4.39875 

 



An Efficient Analysis of Spread of Covid-19 and Prediction  

in India Using Convolutional Neural Network in Comparison                                           Section A-Research paper 

to Naive Bayes With Improved Accuracy 

 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 4320 – 4326                                                                                                    4326  

 

 
Fig 1.Bar graph comparison on mean accuracy of Convolutional Neural Network (89.64%) and Naive 

Bayes(88.20%).X axis:Convolutional Neural Network,Naive Bayes,Y axis with mean Accuracy with +/-1 SD 

 

 

 


