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Abstract 

  

Aim: The main objective of the research study is to improve the accuracy for Medical costs for Health 

Insurance using Polynomial Regression Algorithm compared with Lasso Regression Algorithm.  

Materials and Methods: The dataset needed for the Medical cost prediction for health insurance is acquired 

from Google’s Kaggle Website. The data set columns have the columns patient name, age, sex, bmi, smoker, 

children, region. In these features insurance charges are dependent variables and the remaining features are 

called independent variables. In regression analysis, predict the values of dependent variables using independent 

variables. The data sets are imported and Polynomial regression Algorithm and Lasso regression Algorithms are 

tested. The number of groups are 2 for two Algorithms with the G-power value of 80%. The sample size is 20 

per group.  

Results: The results are acquired in the form of accuracy for the inputs provided. The IBM SPSS tool is used in 

order to obtain the results. From these results the author has obtained, statistical significance difference was 

observed between the Polynomial Regression and has an accuracy of 83.94% and Lasso Regression Algorithm 

75.06%, which is more accurate than the value. The independent sample T-Test was performed to find the mean, 

standard deviation, standard error mean significance between the groups.The study has a significance value of 

p=0.001 (p<0.05) two-tailed.  

Conclusion: In this paper, based on the results obtained, the Polynomial Regression Algorithm has more 

accuracy than Lasso Regression Algorithm. 

 

Keywords: Medical Cost, Health Insurance, MLR, Linear Regression, Novel Polynomial Regression, Machine 
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1. Introduction 

 

Due to unforeseen climate change, complicated 

chronic diseases, and mutation of viruses, hospital 

administration’s top challenge is to know about the 

Length of stay (LOS) of different diseased patients 

in the hospitals (Pfutzenreuter and de Lima 2021). 

Hospital management does not exactly know when 

the existing patient leaves the hospital; this 

information could be crucial for hospital 

management (Irmawati, Department of Medical 

Record and Health Information, and Semarang 

2018; “Cases of Management and Assessment of 

Hospital Culture Construction” 2020; 

Ramachandra, n.d.). It could allow them to take 

more patients for admission. As a result, hospitals 

face many problems managing available resources 

and new patients in getting entries for their prompt 

treatment. Therefore, a robust model needs to be 

designed to help hospital administration predict 

patients’ LOS to resolve these issues (Fu 2021).  

For this purpose, a very large-sized data (more than 

2.3 million patients’ data) related to New-York 

hospitals patients and containing information about 

a wide range of diseases including Bone-Marrow, 

Tuberculosis, Intestinal Transplant, Mental illness, 

Leukemia, Spinal cord injury, Trauma, 

Rehabilitation, Kidney and Alcoholic Patients, HIV 

Patients, Malignant Breast disorder, Asthma, 

Respiratory distress syndrome, etc. It has been 

analyzed to predict the LOS (McGuire and Van 

Kleef 2018). Six machine learning (ML) models 

taken are: multiple linear regression (MLR), lasso 

regression (LR). The selected models predictive 

performance was checked using R square and mean 

square error (MSE) as the performance evaluation 

criteria (Kim and Kim 2020). A variety of ML 

models have been used to predict the LOS of the 

patients, including unsupervised and supervised 

ML models. In unsupervised and supervised ML, 

the model is trained on an unlabeled and labeled 

dataset, respectively. Some conditions are, 

however, more prevalent for certain segments of 

the population (van Egmond et al. 2021). An 

example of this is throat cancer which is more 

likely among smokers than non-smokers, and heart 

diseases such as cardiomyopathy may be more 

likely among the obese. The difference in 

performance for the different estimators wasn’t 

much with both linear regression and lasso 

regression giving the same accuracy rate of 76% 

and elastic net regression and the orthogonal 

matching pursuit CV gave different results 

(Mohanty et al. 2022). The Elastic Net Regression 

gave the lowest result. It’s interesting because 

tuning the hyper parameters for Elastic Net 

Regression, if I normalized the dataset; it even 

reduced the performance more to about 0.02 

accuracy rate (Cattaneo and Escanciano 2017). 

Tuning the Hyperparameters for the linear and 

lasso regression made little or no difference.Our 

team has extensive knowledge and research 

experience  that has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

The problem in the existing research of Medical 

cost prediction for Health Insurance is less 

accuracy. There are certain algorithms with more 

accuracy when comparing it with existing ones. 

The main aim of the study is to improve the 

accuracy of Health insurance by implementing a 

Polynomial Algorithm. 

 

2. Materials and Methods 

 

The proposed work is done in the Machine 

Learning lab, Department of Computer Science and 

Engineering, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences, Chennai. The number of groups is 2 for 

two algorithms. The sample size is 10 per group in 

total 20. 

The dataset named ‘Medical Insurance Cost’ 

(“Cost-Effectiveness Analysis and Cost-Benefit 

Analysis” 2013; Pfutzenreuter and de Lima 2021; 

Irmawati, Department of Medical Record and 

Health Information, and Semarang 

2018)(Natarajan, Frenzel, and Smaltz 2017)(“Cost-

Effectiveness Analysis and Cost-Benefit Analysis” 

2013; Pfutzenreuter and de Lima 2021; Irmawati, 

Department of Medical Record and Health 

Information, and Semarang 2018) is downloaded 

from Google Kaggle Website. The data in this 

dataset explains about the Health Insurance 

provided for each patient varying with the factors 

(Zhao et al. 2021). Many factors that affect how 

much you pay for health insurance are not within 

your control. Health insurance is calculated based 

on the patient's expenses (Natarajan, Frenzel, and 

Smaltz 2017). In this dataset information about the 

patients and the analytics about the patients with 

different factors was given.    

The Health Insurance is an important eye-opener 

during the emergency need during accidents and 

disease pandemic situations (Reinhart et al. 2021). 

Many of the people will lag to hit financially and to 

bear the operational censoring expe nses during 

treatment (Kim and Kim 2020). The need for health 

insurance changes from youth to old age depending 

on your lifestyle and genetics.  

 

Polynomial Regression 

https://paperpile.com/c/74Fw2Q/wFCH
https://paperpile.com/c/74Fw2Q/oRUi+hcX0+QKaY
https://paperpile.com/c/74Fw2Q/oRUi+hcX0+QKaY
https://paperpile.com/c/74Fw2Q/oRUi+hcX0+QKaY
https://paperpile.com/c/74Fw2Q/oRUi+hcX0+QKaY
https://paperpile.com/c/74Fw2Q/oRUi+hcX0+QKaY
https://paperpile.com/c/74Fw2Q/s0mC
https://paperpile.com/c/74Fw2Q/iAF5
https://paperpile.com/c/74Fw2Q/iAF5
https://paperpile.com/c/74Fw2Q/pCBo
https://paperpile.com/c/74Fw2Q/BEY7
https://paperpile.com/c/74Fw2Q/lUPv
https://paperpile.com/c/74Fw2Q/jQBX
https://paperpile.com/c/74Fw2Q/qldyH+tv6iX+CrNsB+qKUIf+l12Qb+g74KI+dYU7g+TarQh+sLBxj+GORZN
https://paperpile.com/c/74Fw2Q/qldyH+tv6iX+CrNsB+qKUIf+l12Qb+g74KI+dYU7g+TarQh+sLBxj+GORZN
https://paperpile.com/c/74Fw2Q/qldyH+tv6iX+CrNsB+qKUIf+l12Qb+g74KI+dYU7g+TarQh+sLBxj+GORZN
https://paperpile.com/c/74Fw2Q/qldyH+tv6iX+CrNsB+qKUIf+l12Qb+g74KI+dYU7g+TarQh+sLBxj+GORZN
https://paperpile.com/c/74Fw2Q/qldyH+tv6iX+CrNsB+qKUIf+l12Qb+g74KI+dYU7g+TarQh+sLBxj+GORZN
https://paperpile.com/c/74Fw2Q/hJNZZ+wFCH+oRUi
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Polynomial Regression is a Machine learning based 

algorithm (Srinivas, Sucharitha, and Matta 2021) 

which is also a form of Linear regression model. 

This model can be improved by features of the 

prediction, specifically, by making new features 

that capture the interactions between existing 

features. This is called Polynomial regression 

(Cobb et al. 2020). The idea is to generate a new 

feature matrix consisting of all polynomial 

combinations of the features with degree less than 

or equal to the specified degree. 

Step 1: Import the Packages required. 

Step 2: Import the dataset into the code 

environment. 

Step 3: Assign the features of dataset such as Age, 

Sex, Bmi, Children, Smoking, Region. 

The next process is checking the data for 

correction. After the corrections store the 

data into dataframes. Since predicting the 

insurance costs, charges will be our 

target feature. 

Step 4: Once after importing the data, processes 

such as encoding are to be performed. 

The dataset should be chosen and start 

pre-processing the input so that the 

model can be used. 

Step 5: In these Polynomial and Lasso regression 

algorithms the person uses the Backward 

Elimination method in order to work his 

way down. 

Step 6: The determination of required parameters 

are done so that the model is good to fit. 

The parameters taken are predicted and 

performed. 

Step 7: Further analysis is performed and the 

measurement of accuracy is done successfully. 

 

Lasso Regression 
Lasso regression (LR) model was applied in a way 

very similar to the MLR model. The LR model 

showed an MSE of 42.58 and an R-square score of 

0.31 for the training data (Williams et al. 2022). 

For the test data, the LR model showed an MSE of 

42.19 and an R-square score of 0.310. Thus, for 

both cases (training and testing), MSE was even 

higher than MLR, and the R-square score was very 

low, resulting in low model performance. 

Step 1 :  Import the packages required. 

Step 2 :  Import the dataset taken from kaggle into 

the code environment. 

Step 3 : Assign the features of dataset such as Age, 

Sex, Bmi, Children, Smoking, Region. 

The next process is checking the data 

for correction. After the corrections 

store the data into dataframes. Since 

predicting the insurance costs, charges 

will be our target feature. 

Step 4 : Once after importing the data, processes 

such as encoding are to be performed. 

The dataset should be chosen and start 

pre-processing the input so that the 

model can be used . 

Step 5 : Import the Lasso regression algorithm 

dataset from the kaggle and predict the 

output for the testing datasets. 

Step 6 : The determination of required parameters 

are done so that the model is good to fit. 

The parameters taken are predicted and 

performed. 

Step 7 :  Further analysis is performed and the 

measurement of accuracy is done successfully. 

 

For the Novel Polynomial Regression 

Algorithm, the test size is 20% of the total dataset 

and the remaining of 80% is used for training the 

datasets. Accuracy of both the algorithms are tested 

from sample sizes of  20 to 80. The dataset used for 

this paper on Machine Learning based Algorithms 

are obtained from Google’s official dataset website 

Kaggle. 

 

Statistical Analysis 

The statistical software used for performing 

analysis is IBM SPSS version 21.0. IBM SPSS is a 

statistical software tool used for the analysis of 

data. The datasets are normalized and then the data 

is converted into arrays. The number of clusters 

needed are visualized and analyzed and the existing 

algorithms are obtained. For the novel Polynomial 

Regression algorithm, it is observed that if the 

number of censoring iterations increased, then the 

error rate decreased and accuracy increased. It is 

declared that the novel Polynomial Regression 

Algorithm shows higher value compared with the 

Lasso Regression Algorithm. 

 

3. Results 

     

In Table 1 a file collection of people with the 

charges obtained and the details of the people is 

given. The dataset is taken from Kaggle and it 

contains Age, Sex, BMI, Children, Smoking, 

Region and charges obtained by this bases using 

Machine Learning. The age column is the 

respective number of each patient with different 

ages, bmi of the patients and the smoking cause for 

charges. These the bmi and the charges are 

represented in numerical values which are taken 

from the dataset collected on the first format. The 

statistical comparison of the charges with respect to 

the region and the smoking cause using two sample 

groups was done through SPSS version 21. 

Analysis was done for mean, standard deviation, 

independent T-Test. 

The Outcome of the Novel Polynomial Regression 

and Lasso Regression algorithm which are 

predicted values are compared to the values and 

these outcomes are shown as tables and bar graphs. 

https://paperpile.com/c/74Fw2Q/zXNa9
https://paperpile.com/c/74Fw2Q/QWDI
https://paperpile.com/c/74Fw2Q/DYWm
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In Table 2 Mathematical results of Polynomial 

Regression and Lasso Regression algorithms. It 

means accuracy, standard deviation and standard 

error mean that such LRA and PRA algorithms are 

received 10 times. It is noted that the PRA 

algorithm (83.94%) performed better than the LRA 

algorithm (75.06%). 

In Table 3 Independent sample evaluation of the 

Polynomial Regression Algorithm value. The 

results of the Lasso Regression algorithm with 

significant values have two tails (p = <. 001). So 

both the PRA and LRA algorithms have a value of 

less than 0.05 with a confidence interval of 95%. 

In Figure 1 Displaying Univariate distribution plot 

of length of stay. They are plotted with the 

accuracies obtained for duration of stay. 

In Figure 2 violin plot is shown with respective 

medical charges per age. This is plotted by 

accuracy of the number of ages of the persons and 

their charges. 

In Figure 3 violin plot is shown with respective 

medical charges per bmi. This is plotted by 

accuracy of the rate of bmi and their charges. 

In Figure 4 violin plot is shown with respective 

medical charges per child. The accuracy is taken by 

the number of the children included and not 

included in smoking. 

It has been noticed that the sex and region dont 

have noticeble differences for each category terms 

of charges given. It is observed that there is an 

increasing trend in the charges as the number of 

children increases. Lastly, smokers seem to make a 

significant change to charges given by Health 

Insurance. 

In Figure 5 The bar chart plotted with the 

accuracies of both the algorithms for different 

sample sizes is represented. The bar chart is plotted 

by taking algorithms as x-axis and accuracy as y-

axis. From the bar chart, it can be seen that the 

Novel Polynomial Regression Algorithm is more 

accurate than the Lasso Regression Algorithm. The 

last row shows the average of accountability of 

accuracy of both the algorithms. At sample size 49, 

the average accuracy of Polynomial Regression 

Algorithm is 83.94% and Lasso  Regression 

Algorithm is 75.06%. 

 

4. Discussion 

 

The results of the study shows that the Polynomial 

Regression Algorithm has a better performance 

than the Lasso Regression Algorithm. Polynomial 

Regression has obtained an accuracy of 83.94% 

compared to Lasso Regression which has an 

accuracy of 75.06%.  

MLR incurs a larger penalty for the 

underestimation of the actual variable than the 

overestimation. Also, the MLR metric only 

considers the relative error between the predicted 

and the actual value, and the scale of the error is 

not significant  (The Law The Law Library 2018). 

On the other hand, RMSE value increases in 

magnitude if the scale of error increases. This 

means RMSLE should be more useful than RMSE 

when underestimation is undesirable. MAE and 

MLR are indifferent to the direction of errors. 

Since the errors are squared before they are 

averaged, the MLR gives a relatively high weight 

to large errors. This means the RMSE should be 

more useful than MLR when large errors are 

particularly undesirable(Denuit, Hainaut, and 

Trufin 2019). Knowing the metrics and 

accountability, it validated the performance of our 

model simply by applying new data insurance.csv 

to it and seeing the metrics score. Here k-fold cross 

validation is not done since the data is small. 

No multicollinearity found in the Lasso Regression 

model, but many found in the Polynomial 

Regression model. This makes sense since some 

features in Novel Polynomial Regression were 

created by multiplying two features from the Lasso 

Regression model. It is recommended that future 

work involve more variables in the given dataset to 

build a more accurate model that could predict 

hospital cost insurance more accurately. 

 

5. Conclusion  

 

In this paper, the results obtained in executing 

several Algorithms based on the various data 

samples using the Polynomial Regression 

Algorithm (83.94%) and Lasso Regression 

Algorithm (75.06%) are presented. The Polynomial 

Regression Algorithm was used to test the accuracy 

of medical charges for Health Insurance and was 

shown to be more accurate than the Lasso 

Regression Algorithm.  

Predicting hospital length of stay will help 

hospitals estimate resources available for the 

patients and manage the available resources 

efficiently. MLR with the help of graphs was 

performed to develop essential insights from the 

data. By MLR, it concludes that maximum stay 

was between 0 to 5 days with the meantime of each 

patient 5.3 days and more than 50 years old 

patients spent more days in the hospital. Based on 

the average LOS, it was also observed that the 

patients with diagnoses related to birth 

complications spent more days in the hospital than 

other diseases. Six Machine Learning models were 

employed and evaluated by using the 10-fold CV 

approach. Linear multiple regression (LMR), Lasso 

regression (LR) were the chosen models in this 

analysis.  
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   Tables and Figures 

 

Table 1. Represents the File containing details about the patients with factors as age, sex, bmi, children, smoker, 

region and the charges based on it. 

S.No Age Sex Bmi Children Smoker Region Charges 

0 19 female 27.900 0 yes southwest 16884.92400 

1 18 male 33.770 1 no southeast 1725.55230 

2 28 male 33.000 3 no southeast 4449.46200 

3 33 male 22.705 0 no northwest 21984.47061 

4 32 male 28.880 0 no northwest 3866.85520 

 

Table 2. Statistical results of Polynomial Regression and Lasso Regression algorithms. Mean accuracy value, 

standard deviation and standard error mean for LRA and PRA algorithms are obtained for 10 iterations. It is 

observed that the PRA (83.94%) algorithm performed better than the LRA (75.06%) algorithm. 

Algorithms (Accuracy) Sample 

   (N) 

Mean Std Deviation Std Error Mean 

Polynomial Regression 10 83.9400 3.13921 .99270 

Lasso Regression 10 75.0680 3.05188 .96509 

 

Table 3. Independent sample t-test of the significance level Polynomial Regression Algorithm and Lasso 

Regression algorithm results with two tailed significant values (p=<.001). Therefore both the PRA and LRA 

algorithms have a significance level less than 0.05 with a 95% confidence interval. 

 Levene's Test T-test of Equality of Means 95% of the confidence 
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Accuracy for Equality 

of Variances  

t 

 

df 

 

Sig (2-

tailed) 

 

Mean 

Difference 

 

Std Error 

Difference 

interval of the 

Difference 

F Sig. Lower Upper 

Equal 

Variance  

Assumed .001 .977 6.415 18 <.001 8.88200 1.38451 5.97326 11.79074 

Equal 

Variance 

Not 

Assumed 
  6.415  17.986 <.001 8.88200 1.38451 5.97309 11.79091 

 

 

  

Fig.1. Displaying Univariate distribution plot of length of stay 
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Fig. 2. Displaying the violin plots for medical charges per age in the smoking category. 

 

 
Fig. 3. Displaying the violin plots  for medical charges per bmi in smoking category. 
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Fig. 4. Displaying the violin plots for medical charges per child in the smoking category. 

 

 
Fig. 5. Comparison of Polynomial Regression algorithm and Lasso Regression Algorithm in terms of mean 

accuracy. The accuracy of PRA is better than LRA and the standard deviation of PRA is slightly better than the 

LRA algorithm. X-axis: (GROUPS) PRA vs LRA algorithm and Y- axis:  Mean accuracy of prediction ±2 SD 

 

 


