
Short Video Recommendation System: A Gcn Model Incorporating Bi-Lstm And Multiheaded  

Attention Mechanism                                                                                                                                            Section A-Research Paper 

 

Eur. Chem. Bull. 2023, 12(Special Issue 5), 4046 – 4053                                                                                                             4046 

SHORT VIDEO RECOMMENDATION SYSTEM: A GCN 

MODEL INCORPORATING BI-LSTM AND MULTIHEADED 

ATTENTION MECHANISM 
 

YangJie Lu1*, Dr. Norriza Hussin2, Assoc. Prof. Dr. Rajamohan Parthasarathy3 

 

Abstract— 

With the popularity of short video platforms, recommending personalized short videos for users has become a 

challenging task. Among them, graph neural network (GNN)based recommendation algorithms have attracted 

much attention due to their ability to capture the complex relationships between users and items. However, 

how to better utilize the historical behavioral data of users and how to optimize GNN algorithms are still hot 

research topics. To this end, this paper proposes a Graph Convolutional Network (GCN) model that 

incorporates Bidirectional Long Short-Term Memory (Bi-LSTM) and Multi-Head Attention (MHA), referred 

to as BiL-MA-GCN. BiL-MA-GCN model combines the user's viewing history and the textual information of 

short videos, and uses GCN networks to describe the relationship between short videos and users to generate 

a personalized recommendation list. Meanwhile, this paper conducts experiments using three publicly 

available short video datasets Kuaishou, TikTok and MovieLens. The experimental results prove that the BiL-

MA-GCN algorithm can effectively improve the accuracy of recommendations.  
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INTRODUCTION   

In today's digital era, digital content as well as 

forms are constantly enriched. Short videos have 

become an important part of people's entertainment 

life with the advantages of simplicity of 

production, diversity of genres, and timely 

distribution [1].However, the massive amount of 

videos on short video platforms is often overloaded 

for users, and how to accurately recommend short 

videos of interest to users has become an urgent 

problem. The short video recommendation system 

aims to improve users' viewing experience by 

learning their interests and semantic information of 

videos and building a reasonable algorithm to 

recommend personalized short videos to users [2].  

Currently, common recommendation system 

models include collaborative filtering-based 

models, content-based recommendation models, 

deep learning models, etc. [3].However, these 

models still have some problems.   

Collaborative filtering-based models rely on 

similarity among users and cannot effectively deal 

with the cold-start problem and sparsity. Content-

based recommendation models can solve the cold-

start problem, but they require a large amount of 

domain knowledge and labeled data and cannot 

handle the evolution of users' interests well. The 

short video recommendation system is a direction 

of great interest in the recommendation field, and 

some researchers have studied the combination of 

neural networks and factorization machines to 

accomplish the prediction of the corresponding 

click-through rate [4].Some researchers this is 

done by studying the combination of deep 

confidence networks (DBN) and collaborative 

filtering algorithms for video recommendation 

[5].Some researchers have studied LSTM recurrent 

neural networks to accomplish personalized movie 

recommendations [6].But, these researchers are 

missing modeling information about the sequence 

of user interaction behaviors and do not capture the 

relationship between short videos and users well.  

In this paper, we propose a graph convolutional 

neural network model incorporating Bidirectional 

Long Short-Term Memory and multi-headed 

attention mechanism, referred to as BiL-MA-GCN 

model, for short video recommendation systems.  

 

Compared with traditional recommendation 

systems, this study focuses on the relationship 

between short videos and users. The content text 

information of short videos and users' short video 

viewing history are converted into vector 

representations, and the relationship between short 

videos and users is modeled using GCN models to 

better predict users' future behavior, more 

comprehensively understand the relationship 

between users' interests and short videos, and 

provide more accurate recommendations.  

 

RELATED TECHNOLOGY INTRODUC- 

TION  

Global Vectors for Word Representation 

(GloVe)  

GloVe is a word vector representation method 

based on global word frequency statistics, whose 

core idea is to represent each word as a vector by 

statistical analysis of global word frequency, and 

let the inner product of this vector be equal to the 

log probability that these two words occur 

together, so that these vectors can represent the 

semantic relationship between words [7]. 

Specifically, the training process of GloVe is 

divided into two steps. First, it counts the number 

of co-occurrence of each word pair in the global 

and uses this co-occurrence information to 

construct a word-word co-occurrence matrix X. 

GloVe uses least squares as the loss function 

optimization algorithm and adds offset terms to the 

rows and columns in the co-occurrence matrix X 

[8], as in:  

  J = ∑ f(Xij)(wi
Twj + bi + bj − logXij)

2|V|
i,j=1      

(1) 

 

|V| represents the size of the lexicon, wi and wj are 

the word vectors of the context, and b is the offset 

value of the cooccurrence matrix. And the weight 

function f(x) is as follows, when x=0, f(0)=0. 

Among them, the GloVe model author 

Pennington's experiments are known to have the 

best feature representation for xmax=100 and 

𝛼=0.75, for which this value is also used in this 

paper. The weighting function f(x) is as in:  

 

f(x) = {
(x/xmax)α  if x <  xmax

1               otherwise
    ()  

 

Bidirectional Long Short-Term Memory (Bi-

LSTM)  

Bidirectional long and short term memory network 

(BiLTSM) is a recurrent neural network (RNN) 

based model with two LSTM layers, forward and 

backward [9]. This network structure is able to 

learn long-term dependencies in sequences, and 

since it processes both past and future inputs, we 

can use it in recommendation applications for short 

videos to extract vectors of users' history of 

watching short videos. The computation in the 

LSTM layer is divided into three gates: the input 

gate (how much of the input value is retained at the 

current moment), the forgetting gate (which 

determines how much of the previous moment's 
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cell state is retained to the current moment) and the 

output gate (how much of the controlled cell state 

is output). The computation of these gates consists 

of a series of neural network layers, where each 

neuron has a state value and an output value. The 

inflow and outflow of information can be 

controlled, thus controlling the flow of information 

in the network. the LSTM is composed of a series 

of LSTM units, as shown in Figure 1 below.  

 

 
Fig. 1. LSTM unit diagram  

 

In the forgetting gate (Wf), xt and ht-1 are taken as 

input information and data discarding is done by 

sigmoid activation function, bf is the bias 

condition. As in:  

 

𝑓t = 𝜎(𝑊𝑓 [ℎt-1, 𝑥 t] + 𝑏f )  ()  

 

In the input gate (Wt), the sigmoid activation 

function updates the corresponding state, which is 

then processed by the tanh function to output a 

brand new Ct by combining the current memory Ct 

and the long-term memory Ct-1. As in:  

 

𝑖t = 𝜎(𝑊t [ℎt-1, 𝑥t ] + 𝑏i )  ()  

)],[(tanhC 1t cttC bxhW += −   ()  

 ttttt CiCfC +=   ()  

 

In the forgetting gate (Wf), xt and ht-1 are taken as 

input information and data discarding is done by 

sigmoid activation function, bf is the bias 

condition. As in:  

 

𝑂t= 𝜎(𝑊0 [ℎt-1, 𝑥t ] + 𝑏0 ) ()  

 ℎt = 𝑂t × tanh (𝐶t ) ()  

 

The Bi-LSTM network is superimposed by the 

forward LSTM and the reverse LSTM. The role of 

capturing past and future data characteristics is 

combined, as shown in Figure 2 below.  

 

 
Fig. 2. Bi-LSTM network structure diagram  

 

Multi-headed attention mechanism 

In past studies, researchers have found that the 

human brain does not attend to all information 

without differences when processing visual 

information. Instead, they focus on a visual area of 

interest, for which attentional mechanisms have 

been proposed [10]. And on the short video 

recommendation system, we can use the attention 

mechanism to extract the relationship between 

short videos and users.  

 

The attention mechanism is generally divided into 

a query vector Q, a key matrix K and a value matrix 

V [11]. The query vector Q and K values are 

calculated using the similarity function, which is 

generally used as Scaled Dot-Product Attention, 

with dK being the length of the word vector, as in:  

 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
QKT

√dK
) 𝑉  ()  

 

In considering the magnitude of the error between 

predicted and actual values, the mean square error 

can be used and the corresponding scoring matrix 

of the iterations can be detected by this function to 

minimize the total error. In addition, the implicit 

feature vector of Pu users and the implicit feature 

vector of Qi items are added to act as regularization 

terms, which prevents the corresponding models 

from overlearning and thus overfitting. And the 

corresponding  regularization coefficients can be 

obtained by always cross iterating the validation 

[10], as in:  

 

 𝑄 = 𝑋𝑊Q        ()  

 𝐾 = 𝑋𝑊K        ()  

𝑉 = 𝑋𝑊V          ()  

 

As for the multi-headed attention mechanism, for 

the same input matrix X, we can define multiple 

groups of different training weight matrices, such 

as 𝑊0
𝑄

 , 𝑊0
𝐾 , 𝑊0

𝑉  , 𝑊1
𝑄

, 𝑊1
𝐾  , 𝑊1

𝑉  ,compute the 

Q/K/V of each group, and finally learn different 

parameters, as shown in Figure 3 below.  
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Fig. 3. Multi-headed attention structure chart  

 

Graph Convolutional Neural Network (GCN)  

The graph neural network demonstrates its 

powerful processing power in modeling the 

relationship between data nodes. For entity 

recognition as well as for relationship extraction, 

graph convolutional networks are used more often 

[12]. GCN is an efficient graph-based neural 

network model that allows representation of nodes 

and graphs. The update of each node depends only 

on the feature representation and weight matrix of 

its neighboring nodes, which has the characteristics 

of parameter sharing and efficiency, so it has 

achieved good results in many applications, as 

shown in Figure 4 below.  

 

 
Fig. 4. GCN diagram  

 

The core idea of GCN is neighbor-based 

aggregation, where the information of each node 

and its neighboring nodes is aggregated to obtain 

global information [13]. Suppose we have a graph 

G= (V, E), where V denotes the set of nodes, E 

denotes the set of edges, and each node i has an 

edge eij with weights between it and its neighbor 

node j. The GCN model can be used to update the 

feature representation of node i with the following 

equation, as in:  

 

   ℎ𝑖
(𝑙+1)

𝑓(∑
1

𝐶𝑖𝑗
𝑗∈𝑁𝑖

ℎ𝑗
𝑙𝑊𝑙)   ()  

 

In the formula (13), hi
l denotes the feature 

representation of node i at layer l, hi
0 denotes the 

initial feature, Ni denotes the set of neighboring 

nodes of node i, Wl denotes the weight matrix at 

layer l, cij denotes the normalization constant, and 

the function f is usually a nonlinear activation 

function, such as ReLU.  

 

BIL-MA-GCN ALGORITHM  

In short video recommendation, users have diverse 

interests and personalized preference differences, 

and the diversity of topics, styles and languages of 

short videos also make the differences between 

short videos. The interaction between users and 

short videos also intensifies the complex 

relationship between users and short videos, so the 

traditional recommendation algorithm is more 

difficult to handle. To this end, this paper proposes 

the BIL-MA-GCN model, which is able to capture 

the complex relationship between users and short 

videos from different perspectives and at different 

levels by using a multilayer neural network 

structure.  

 

Specifically, by using a text embedding layer and a 

BiLSTM layer, the short video titles and 

description contents are converted into vector 

representations, and the short video sequences 

watched by users are converted into vector 

representations to better learn the short video and 

user representations. With the multi-headed 

attention mechanism, the relationship between 

short videos and users can be effectively captured 

and the relationship representation between short 

videos and users can be obtained to better 

understand the interaction between short videos 

and users. By using the GCN model to model the 

relationship representation between short videos 

and users, the updated vector representation of 

short videos and users is obtained, which can better 

capture the relationship between short videos and 

users and improve the accuracy of 

recommendations, as shown in Figure 5 below.  

 

 
Fig. 5. Structure diagram of BIL-MA-GCN model  

 

The algorithm flows roughly as follows:  
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1) Text embedding layer: converting text 

information of short videos into vector 

representation.  

Input Data: Title and content description of the 

short video  

Output Data: Vector representation of short videos  

2) Bi-LSTM layer: converting short video 

sequences watched by users into vector 

representations  

Input Data: Short video sequences that users have 

watched  

Output Data: Vector representation of the user  

3) Multi-headed attention layer: capturing the 

relationship between short videos and users  

Input Data: Vector representation of short videos 

and users  

Output Data: The relationship matrix between 

short videos and users  

4) GCN layer: modeling the relationship between 

short videos and users  

Input Data: The relationship matrix between short 

videos and users  

Output Data: Updated short video and user vector 

representation  

5) Recommendation score calculation layer: Short 

video recommendation scores are calculated using 

inner product.  

Input Data: Updated short video and user vector 

representation  

Output Data: Short Video Recommendation Score  

 

EXPERIMENT AND RESULTS  

The short video recommendation model in this 

paper uses text embedding and Bi-LSTM to extract 

short video text vectors and user viewing video 

history sequences, combines a multi-headed 

attention mechanism to model the relationship 

between users and short videos, uses a graph 

convolutional neural network to update the vector 

representation of users and short videos, and uses a 

recommendation score calculation layer to 

compute recommendation scores. We want to 

validate the performance of this model in practice 

and compare it with other recommendation 

algorithms. Therefore, we propose several 

experiments as follows.  

 

• Experiment 1: Comparing the performance of 

using different numbers of attention heads  

• Experiment 2: Comparing the performance of 

using different numbers of GCN layers.  

• Experiment 3: Overall model performance 

comparison experiment  

 

Experimental environment  

For the experimental environment of the BiL-MA-

GCN algorithm proposed in this paper, as in:  

 

 

Table I.   Experimental Software/Hardware 

Environment Configuration  

Physical Environment  

Hardware  Configuration  

CPU  Intel Core i9-11900K 

3.5GHz  

GPU  NVIDIA GeForce RTX 

3080   

RAM Memory  32GB DDR4-3200MHz  

Storage Hard Drives  1TB M.2 NVMe SSD  

Software Environment  

System / Software  Configuration  

Operating System  Ubuntu 18.04  

Deep Learning Framework  PyTorch 1.8.1  

Python Versions  3.8.5  

CUDA Versions  11.1  

 

Experimental data  

Three publicly available video datasets are mainly 

used for the experimental data, as in:  

 

Table Ii.  Short Video (Movie) Dataset 

Dataset   Users  Videos  Interactions  Visual  Textual  

MovieLens  71567  10681  10000054  128  128  

KuaiShou  37819  115145  1622592  2048  128  

TikTok  65531  768546  4100167  128  128  

 

1) Movie Lens  

MovieLens is commonly used for performance 

evaluation of recommendation models. This 

dataset contains the user's interaction behavior 

with the movie and the corresponding textual 

information about the movie (title, details).  

 

 

 

2) KuaiShou  

The KuaiShou short video dataset is a relatively 

mainstream video set among short video platforms 

in China. The video set contains information about 

the user's interaction with the short video 



Short Video Recommendation System: A Gcn Model Incorporating Bi-Lstm And Multiheaded  

Attention Mechanism                                                                                                                                            Section A-Research Paper 

 

Eur. Chem. Bull. 2023, 12(Special Issue 5), 4046 – 4053                                                                                                             4051 

(excluding sensitive information), short text 

messages.  

 

 

3) TikTok  

TikTok is a foreign version of China's hottest short 

video platform. Its short video collection contains 

user interaction behavior (like or not, follow, etc.), 

as well as text information of short videos.   

 

Evaluation indicators  

1) Precision  

The proportion of users clicking to watch a video 

in the short video recommendation list can be 

called the accuracy rate, which can evaluate the 

proportion of relevant strengths in the retrieved 

instances. U is the set of all users, R(u) is a list of 

short videos recommended by users, and T(u) is a 

list of short videos actually watched by users, as in:  

 

 ()  

 

2) Recall  

In the short video recommendation list, the ratio of 

the number of videos watched by users stands the 

number of all videos watched by users is the recall 

rate. It is actually the ratio of retrieved relevant 

instances to all relevant instances, as in:   

 

 ()  

 

3) Normalized Discounted Cumulative 

Gain(NDCG)  

The short video recommendation list can be rated 

using NDCG's score. Compare the videos in the 

recommendation list with the videos watched by 

users, the higher the position of the common video 

in the recommendation list, the better the 

recommendation effect. DCG is a cumulative value 

that needs to be normalized, and IDCG is the 

maximum DCG value under ideal conditions. 

|REL| is the top p result sets in descending order of 

relevance, as in:  

 

()  

 

Experimental design and analysis of results  

1) Experiment 1: Comparing the performance 

of using different numbers of attention heads.  

It is very common to use attention mechanisms in 

short video recommendation models, which allow 

the model to focus more on video features relevant 

to the user. However, for different application 

scenarios and datasets, choosing different numbers 

of attention heads may have different effects on 

model performance, as shown in Figure 6 below.  

 
Fig. 6. Comparison diagram of different number of 

attention heads  

 

Therefore, our experiments aim to compare the 

effects of different numbers of attention heads on 

the performance of the short video 

recommendation model in order to further 

optimize the model. Comparisons of metrics for 

Recall on different data sets were considered for 1, 

2, 4 and 8 attention heads, respectively. From the 

experiment, it can be seen that the best effect is 

achieved when the 8-headed attention mechanism 

is selected, but considering that the effect of 

selecting 4 and 8 heads is close, the 4-headed 

attention mechanism is selected for this 

experiment.  

 

2) Experiment 2: Comparing the performance 

of using different numbers of GCN layers.  

Evaluate the impact of different numbers of GCN 

layers on the performance of the short video 

recommendation model to determine the optimal 

number of GCN layers. An initial model is 

constructed using the optimal number of 

attentional heads in Experiment 1 as a benchmark. 

Set up 1, 2, 3 and 4 layer GCN models for 

comparison, as shown in Figure 7 below.  
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Fig. 7. Comparison diagram of different number of 

attention heads  

3) Experiment 3: Overall model performance 

comparison experiment.  

In order to better test the performance of BiL-MA-

GCN model, we selected GraphSAGE [14], GAT 

[15] model, which is the same method of graph 

convolutional network, as the comparison model, 

as in:  

 

Table Iii.  Three Models Performance 

Comparison Table  

Dataset  Indicators  

Models   

Graph 

SAGE  

GAT  BiL-

MAGCN  

KuaiShou  

Precision  0.271  0.278  0.341  

Recall  0.302  0.341  0.353  

NDCG  0.186  0.212  0.223  

TikTok  

Precision  0.184  0.191  0.223  

Recall  0.471  0.472  0.482  

NDCG  0.296  0.311  0.362  

MovieLens  

Precision  0.122  0.137  0.145  

Recall  0.421  0.431  0.453  

NDCG  0.277  0.286  0.312  

 

We compare the performance of BiL-MA-GCN 

model, GraphSAGE model and GAT model to 

cope with different datasets. Comparing multiple 

dimensions from the three datasets, the models 

proposed in this paper have certain advantages.  

 

CONCLUSIONS  

This paper mainly introduces a GCN-based short 

video recommendation model. First, the paper 

introduces the background and significance of 

short video recommendation, and proposes a short 

video recommendation model based on graph 

neural network for the limitations of traditional 

recommendation algorithms.   

In terms of model design, the article incorporates 

text embedding and Bi-LSTM, and uses attention 

mechanism techniques to enhance the expressive 

power of the model. To verify the effectiveness of 

the model, the article examines the aspects of 

different attention heads, different GCN layers, 

and comparison with GraphSAGE and GAT 

models through three experiments, respectively. 

The experimental results show that our proposed 

model outperforms the comparison algorithm in all 

metrics.  

However, the algorithm does not consider video 

information (content, tags, location), etc. 

Subsequent work will try to incorporate these 

parameters to achieve more accurate short video 

recommendations.  
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