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Abstract: - In today’s world, people are more attracted towards starting their own new start-

up but there is cut throat competition in the market in terms of product, profit, etc. To survive 

in the market and earn something high, different strategies are followed and several opinions 

and points are considered. The model aims at predicting the profit of any start up based on the 

values of certain parameters such as R&D Spend, Marketing Spend, Administration Spend 

and State in which start-up is located. Our model will be helpful in providing the profit 

amount to the users beforehand. Prediction of profit in advance, will be helpful for users to 

adopt and examine different strategies to enhance it. Random Forest and Multiple Linear 

Regression are the two machine algorithms that are implemented to provide the result with 

higher accuracy. 

Keywords- Profit, Random Forest Regression, Prediction, Multiple Linear Regression, 

Startup 

Introduction: - Start-up Companies plays an indispensable role in uplifting the economy by 

providing employment to experienced and young professionals. Start-up companies are 

generally set up with high costs and limited revenue and require capital from a variety of 

sources such as venture capitalists. Therefore, these reasons make start-up companies an 

important target of analysis. It becomes very difficult for the start-up companies to operate 

and tackle the problems in a very highly competitive environment. Profit earned by the start 

up company is an important factor in determining its ability to survive and enhance its 

business. 

 Profit of any start-up company largely depends on the structure of money distribution for 

different causes. Evaluation of profit will not only provide an overview of the gain but also 

helpful in developing future strategies and to reorder the money distribution for different 

parameters. Since Machine Learning possess the ability to solve complex problems, therefore 

machine learning is implemented in our model to make prediction of profit. Using 

appropriate dataset and machine learning algorithms, it is possible to predict the profit. The 

dataset and algorithm used in the model plays an indispensable role to determine the accuracy 

of result obtained.  

 This Profit Prediction Model aims at predicting the profit of the start-up based on the values 

of Administration Spend, R&D Spend, Marketing Spend and Location using different 

machine learning algorithms. The dataset consists of the data of 1000 start-ups. The dataset 

consists of the values of four parameters which are R&D Spend, Marketing Spend, 

Administration Spend and State in which the start-up is located. The selected dataset is then 

fed for further processing. Data Pre-processing including data cleaning and outlier removal is 
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done. The pre-processed data is then trained and tested. Out of the complete dataset, 30% of 

the dataset is used for testing purpose and the remaining 70% precent of the dataset is used 

for training.  

Multiple Linear and Random Forest Regression are the two algorithms implemented on the 

dataset after training. From the results obtained by Multiple linear and Random Forest 

regression algorithm, it is found that Random Forest regression provides more accurate 

results as compared to multiple linear regression. Since people are very fascinated towards 

setting up their own business, this model would be helpful in providing them an overview 

about the profit that can be earned based on the money spent on R & D, Administration, 

Marketing, and location of the start-up. This Model will be helpful for the people willing to 

set up their new business firms and for the investors as well. It will be helpful for the owners 

of the start-up to analyse the links between the success parameters and the criteria. 

Specifications of the Dataset used for the prediction- 

Field Name Value 

Number of Rows 1000 

Number of Columns 4 

Number of Categorical 

Values 1 

Number of numeric 

values 

3 

Number of target 

variables 

1 

Type of Problem Classification 

Table.1 Attributes of Dataset 

Table.1 represents the attributes of the dataset of one thousand startups. There are different 

numeric values of spend on different areas involved such as marketing, administration and 

Research and Development. The dataset also includes the area in which the startup is situated.  

 

Fig.1 Dataset Representation 
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Figure.1 represents the actual state of the dataset used in this model to predict profit of 

different startup firms. 

LITERATURE REVIEW 

Manasi Chhibber [1] introduced Start-up Profit Predictor using Machine Learning which 

makes use of Random Forest regressor model to predict the profit of start-up companies 

based on the values of Administration Spend, R&D Spend, Marketing Spend and the State in 

which the start-up is located. The accuracy of their model turned out to be 96.91%. Mr. 

Kanhaiya Pandey [2] used Deep Neural Networks (DNN) to predict the profit of newly 

established companies and start-ups based on the values of R&D Spend, Marketing Spend, 

Administration Spend and State where the firm is present. In this model, seventy percent of 

the data is used for training purpose and rest thirty percent data is used for testing purpose. 

Ajit Kumar Pasayat [4] developed an empirical approach to determine essential features for 

predicting the success of start-up. In the first part, an empirical machine learning approach is 

applied on ten datasets to determine critical features. The features obtained from the first part 

were validated using feature selection techniques. Hence the accuracy of the model turned out 

to be 90 percent.Ünal [5] introduced “A machine learning approach towards startup success 

prediction. Reproducible methods for startup success prediction have been presented using 

machine learning algorithms. Ensemble methods, Random Forest and Extreme gradient 

boosting are implemented. The accuracy of the ensemble methods turned out to be 94.1% and 

94.5% and 92.22% and 92.91% in case of Random Forest and Extreme Gradient Boosting. 

Pingwen Xue [6] designed a machine learning model using Improved Support Vector 

Machine (SVM) to forecast the net profit of enterprises. Different performance metrics such 

as Mean Squared Error, Root Mean Squared Error and Mean Absolute Percentage Error has 

been evaluated to make better analysis. 

PROPOSED METHODOLOGY 

Proposed Methodology consists of the following steps: - 

1.Data Gathering: - This is the first step involved in the process of making profit prediction. 

The dataset used in this model is taken from the website of Kaggle. It consists of the data 

values of thousand start-up companies [7][8]. 

2.Data Pre-processing: - Data Pre-processing is done after loading the dataset. This step 

involves optimizing the dataset by removing the outliers and unnecessary details from the 

dataset to provide most accurate results. Since location does not has any continuous 

relationship with the value of profit therefore the location column has been dropped from the 

dataset for further steps. The entire dataset is split in the ratio of 3:7 for testing and training 

the model respectively [9][10]. 

3.Selecting a Model: - Random Forest and Multiple Linear Regression are the machine 

learning algorithms implemented in this model to predict the profit. 

 Random Forest Regression is majorly used to compute a variety of prediction problems 

where company needs a prediction of continuous value such as prediction of future prices, 

comparison of performances etc. 
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Multiple Linear Regression is usually used when there is a continuous dependent variable and 

two or greater than two independent variables. Similarly, for this model we have profit as a 

dependent variable and rest other parameters Marketing Spend, Administration Spend and 

R&D Spend as the independent variables [11][12]. 

4.Prediction of Profit: - One of the above-mentioned models can be used to make prediction 

of profit by providing the values of the required variables. These parameters include money 

spent for different causes such as R&D, Marketing and Administration purpose. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Flowchart of Methodology 

Fig.2 shows the flowchart of this model. Different steps used in the methodology are 

represented in the above flowchart. 

Multiple Linear Regression: - It is a supervised machine learning algorithm that is mostly 

used for the prediction or forecasting. Multiple linear regression algorithm is used when more 

than one independent variable is present. In this Model, the target variable is profit and rest 

all are the dependent variables, i.e., Administration Spend, Marketing Spend, R&D Spend 
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etc. After Data Pre-Processing the model is trained and fitted in the multiple linear regression 

model. The value of
 
R2 score turns out to be 0.9282 [13][14]. 

Let Y be the dependent variable such that there are k data points 

Y=β0 + β1X1 + β2X2 + β3X3 + ……. + βkXk, where X1, X2, X3……Xk represents various 

independent variables and β1, β2, β3,…..,βk  represents the coefficients of these variables and k 

represents the number of parameters. 

Random Forest Regression: - It is a supervised machine learning algorithm that implements 

ensemble learning for regression. In this method, different decision trees are built and the 

average of the results obtained from all the trees is returned as the answer. The model is 

trained with the number of estimators equal to ten. The R2 Score of Random Forest 

Regression turned out to be 0.989 which is far better than that of the Multiple linear 

regression algorithm. The basic working of Random forest regression is displayed by the 

figure below:  [15][16] [17][18]. 

 

 

 

Fig.3 Working of Random forest regression  

Fig.3 displays the working of Random forest algorithm in machine learning. From the input 

dataset, multiple decision trees are built as per user requirement. Then the mean of the results 

obtained from all decision trees is returned as the final answer. In our model, this machine 

learning algorithm produces the average of the results obtained from ten decision trees [19] 

[20]. 
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RESULTS 

The machine learning algorithms used in this profit prediction model on the chosen dataset 

provides different outcomes. A comparative analysis of the results obtained by the different 

machine learning algorithms is shown by the graphs below. 

 

Fig.4 Multiple linear regression outcome 

Figure.4 represents the results obtained by multiple linear regression. The blue line represents 

the actual profit and orange line represents the predicted profit. X axis shows row number and 

Y axis represents the profit. 

 

 

Fig.5 
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Figure 5 represents the comparative analysis of the actual profit value and the predicted profit 

value obtained by multiple linear regression algorithm. 

 

Fig.6 

Figure 6. represents the comparative analysis of the actual profit value and the predicted 

profit value obtained by random forest regression algorithm. 

 

Fig.7 Random forest regression outcome 

Figure.7 represents the results obtained by the implementation of random forest regression. X 

axis denote row number and Y axis represents the profit whereas blue line denotes the profit 

value and orange line represents the predicted profit value.  
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Algorithm Mean Absolute Percentage Error R2 Score 
Multiple Linear Regression 0.021 0.9203 
Random Forest Regression 0.0039 0.9899 

 

Table.2 Performance Analysis 

Table.2 shows the results obtained by the regression algorithms that are implemented in this 

model. Multiple Linear Regression and Random Forest Regression are the two machine 

learning algorithms that are used for the prediction of profit in this model. Thirty Percent of 

the dataset is used for testing and seventy percent of the dataset is used for training purpose. 

In case of Multiple Linear Regression, the value of R2 Score turns out to be 0.9203 and the 

value of mean absolute percentage error turns out to be 0.021. In case of Random Forest 

Regression, the value of R2 Score turns out to be 0.9899 and the value of mean absolute 

percentage error turns out to be 0.0039. 

CONCLUSION AND FUTURE WORKS 

Profit prediction model is able to provide an overview to the people willing to set up a startup 

or are already running a startup about the value of profit that could be achieved based on the 

values of money spent on different factors. This model will be helpful in deciding the money 

distribution for enhancement of profit. This model efficiently analyses the trends and the 

values of the different parameters present in the dataset to predict the profit more accurately. 

It is observed that Random Forest Regression works well as compared to Multiple linear 

regression algorithm for the prediction of the value of profit based on different parameters 

including Spend on Administration, Marketing and Research and Development(R&D). 

Random forest regression provides more accurate results as compared to multiple linear 

regression algorithm. 

Future work can be including different other factors into consideration for the purpose of 

prediction of profit of any business or startup company. In addition, different other machine 

learning algorithms can also be applied to provide a comparative analysis of the performance 

of different algorithms on this dataset for the prediction of profit value. 
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