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Abstract  

 

Aim: To perform an automated image caption generator using a convolutional neural network compared with 

Long Short-Term Memory.  

Material and Methods: Automated Image caption generator performed using convolutional neural network 

(N=10) and long short term memory (N=10) with the split size of training and testing dataset 70% and 30% 

using G-power setting parameters:(α=0.05 and power=0.85) respectively.  

Results: (CNN) convolutional neural network (94%) as the better accuracy compared to long short term 

memory accuracy(78%) and attained the significance value 0.651 (Two-tailed, p>0.05).  

Conclusion: convolutional neural network achieved significantly better classification than Long Short Term 

Memory for generating a description of the image. 

 

Keywords: Deep Learning, Image Caption Generator, Convolutional Neural Network, Long Short Term 

Memory, Novel Caption Generation, Encoder-Decoder, Classifier. 

 
1Research Scholar, Department of Information Technology, Saveetha School of Engineering, Saveetha Institute 

of Medical and Technical Sciences, Saveetha University, Chennai, Tamilnadu, India. Pincode - 602105. 
2*Department of Information Technology, Saveetha School of Engineering, Saveetha Institute of Medical and 

Technical Sciences, Saveetha University, Chennai, Tamilnadu, India. Pincode - 602105. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Section A-Research paper 
The prediction of the accuracy percentage of image caption 

generator using CNN to have enhanced accuracy (94%) when 

compared to the LSTM (78%) 

 

 

 
Eur. Chem. Bull. 2023, 12 (S1), 4124 – 4132                                                                                                                       4125   

1. Introduction 

 

Image caption generator is a crucial 

challenge in AI that bridges the gap between 

computer vision and natural language processing 

(Loganathan et al. 2020). It's a difficult undertaking 

to automatically describe the content of an image 

using properly constructed English sentences 

(Sharma et al., n.d.). Many sophisticated models 

for extracting visual information from photos based 

on the visual categorization and encoder-decoder of 

objects in the images have been created (Dehaqi, 

Seydi, and Madadi 2021). In most cases, the visual 

recognition processes followed are difficult in 

terms of processing complexity and achieving the 

requisite accuracy (Han and Choi 2020). Novel 

caption generation has a variety of applications, 

including, virtual assistants, encoder-decoder, 

image indexing, accessibility for visually impaired 

people, social media and a variety of other natural 

language processing applications (Kesavan, Muley, 

and Kolhekar 2019). 

 

There were many distinct performances of 

LSTM and simple CNN. Around 108 related 

papers were found in IEEE Xplore and 185 were 

found in the Science Direct database. Many Python 

libraries were utilized in the development, 

including Keras, which included a VCG net for 

object recognition, and TensorFlow (Peng et al. 

2019) which was created by Google and is used to 

build deep learning neural networks by performing 

CNN and LSTM algorithms. (Julakanti 2021) 

tested different encoder-decoder models to evaluate 

how each one affects caption prediction, as well as 

to demonstrate various use cases on our system 

(Iwamura et al. 2021). For image caption 

generators, provide a unique parallel-fusion CNN 

LSTM architecture. The proposed method achieves 

a significant improvement in performance and 

efficiency. present a novel caption generation 

survey  (Banda 2021).  

 

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Palanisamy et al. 

2022).Categorizing image captioning approaches 

into distinct groups based on the strategy used in 

each method. (Verma et al. 2021) was very much 

helpful in understanding how to perform image 

caption with an image dataset. Improving features 

extraction and efficiency of CNN classifier was 

discussed clearly. The Long Short Term Memory 

classifier to train this data showed better results in 

the novel caption generation (Loganathan et al. 

2020). The literature review identified from the 

existing system has less accuracy. The flaw of this 

clear result is that it necessitates the presence of a 

large-scale corpus, which is not available for many 

languages. The aim of this study is to improve the 

accuracy of classification by incorporating CNN 

and comparing its performance with LSTM by 

encoder-decoder models. The proposed model 

improves classifiers to distinguish objects more 

efficiently with the help of image caption using 

deep learning techniques. 

 

2. Materials and Methods 

 

The study setting of the proposed work 

was conducted in the DBMS Laboratory, Saveetha 

School of Engineering in guidance with faculty. To 

perform this research two groups were taken. 

Group 1 is the Convolutional Neural Network and 

group 2 is the Long Short Term Memory shown in 

Table 1. The Sample size was calculated using 

clinical analysis by keeping G power fixed with 

80%, 740 sample sizes estimated per group, totally 

1098, 94% confidence, pretest power 80%, and 

enrolment ratio 1 and the maximum accepted error 

is fixed as 0.05, the accuracy of two classifiers 

Convolutional Neural Network and Long short 

term memory was compared. Independent variables 

are image, vocabulary, preprocessed words, 

description length, and variables in images. 

Dependent variables are images and objects are 

Independent ((Loganathan et al. 2020)). 

 

The two groups that used CNN and LSTM 

algorithms were performed by taking 8000 images 

and 5 different captions for each image as a dataset. 

A collection of images was used in the encoder-

decoder model, with about 549 images with 

descriptions of novel captions generated. These 

captions were extracted using convolutional neural 

networks and preprocessing was performed. The 

first group in this paper is the CNN algorithm 

which performs classification by forming groups of 

every different class in the data. CNN classifier 

takes k groups as input size and tries to do 

classification with the k groups. Significance value 

p=0.651. The proposed work is designed and 

implemented with the help of google colab 

platform. The platform to assess deep learning was 

Windows 10 OS. The Hardware configuration was 

an Intel corei7  processor with a RAM size of 8GB. 

The system sort used was 64-bit. For the 

implementation of code, the python programming 

language was used. As for code execution, the 
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dataset is worked behind to perform an output 

process for accuracy. 

 

 

Convolutional Neural Network 

Convolutional Neural Network (CNN) is a 

Deep Learning method that takes an input image 

and assigns relevance (learnable weights and 

biases) to various aspects/objects in the image, 

allowing it to distinguish between them. Image 

categorization is one of the most often used uses of 

this architecture. Several convolutional layers, as 

well as nonlinear and pooling layers, make up the 

neural network. Depicts a high-level picture of our 

model. We employed a discriminative model that 

optimizes the likelihood of the right description 

given the image, following the method. Our model 

is formulated as in equation 1. 

θ∗= arg max θ ∑(I,S)  ∑N
t=0 log p(St |I, S0, 

...,St−1; θ)                         (1) 

 

The first summation is made up of pairs of images I 

and their proper transcriptions S. The sum for the 

second summation is over all of the words St  in S, 

where N is the length of S. Its worth noting that the 

second summation shows the sentence's probability 

in relation to the combined probability of its words. 

 

Pseudocode for Convolutional Neural Network 

INPUT: Training Dataset 

OUTPUT: Classifier accuracy 

Step 1: Algorithm Parallel-CNN 

Step 2: Input: d: dataset,  

                 1: dataset true labels,  

                 W: Word2Vce matrix 

Step3:  Output: score of Parallel-CNN trained 

model on  

Test dataset 

Step 4:  Let f be the features 2d matrix 

Step 5:  for I in dataset do 

Step 6:    let  

fi Be the feature set matrix of sample i 

Step 7:    for j in I do 

Step 8: Vj ←   vectorize(j,w) 

Step 9:      append Vj to fi 

Step 10:    append fi to f 
Step 11: ftrain,ftest,Itrain,Itest  ←split feature set and 

labels 

Step 12: M←Parallel-CNN (ftrain   , Itrain) 

Step 13: Score←evaluate (i, Itest, M) 

Step 14: Return score 

 

Long Short-Term Memory 

is a type of RNN that can deal with 

vanishing and exploding gradients as well as 

extended dependencies. A memory cell and 

different gates govern the input, output, and 

memory behaviors in an LSTM. With input gate, 

input modulation gate a(t) output gate Ux(t), and 

forgetting gateWh(t-1)we use an LSTM. is the 

number of hidden units. The LSTM may carry out 

relevant information throughout the processing of 

inputs, and it can discard non-related information 

using a forget gate equation 2. 

 

a(t) = Wh(t−1)+Ux(t)             (2) 

 

Pseudocode for Long Short-Term Memory 

INPUT: Training Dataset 

OUTPUT: Classifier accuracy 

Step 1: Generate five descriptions for each  image. 

Step 2: Get the data values and extract them.  

Step 3: Find the dependent and independent 

attributes and divide them.  

Step 4: Adjust the attributes so that there will be a 

loss function between them.  

Step 5: Finally make the regularization of the 

penalties for the loss function calculated.  

Step 6: Return the predicted class.  

Step 7: End the program. 

 

Statistical Analysis  

 

The statistical analysis is done using IBM 

SPSS statistical analysis tool with version 26. 

Independent Sample T-test analysis was performed 

by using the Machine learning models and 

evaluated the quality of the study. In the Statistical 

package for the social sciences, SPSS version 26 

software tool was used for statistical analysis. The 

dataset is prepared using the 10 samples from each 

of the algorithms and the total samples is 20. Group 

id is given 1 for CNN Classifier and 2 for LSTM. 

An independent sample T-test was conducted for 

accuracy. Standard deviation, standard mean errors 

were also calculated using the SPSS software tool. 

The significance values of proposed and existing 

algorithms contain group statistical values of 

proposed and existing algorithms 

 

3. Results  

 

The proposed CNN algorithm and LSTM 

were run at different times in Anaconda Navigator 

with a sample size of 10 using. Table 2 represents 

the predicted accuracy of image caption and 

recognition of novel caption generation using 

encoder-decoder models. These 10 data samples 

are used for each algorithm along with their loss 

values to calculate statistical values that can be 

used for comparison. From the results, it is 

observed that the mean accuracy of the CNN 

algorithm was 94% and LSTM was 78%. Table 3 

represents mean accuracy values for CNN and 
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LSTM. The Mean value of CNN is better when 

compared with the LSTM with a standard deviation 

of 2.57388 and 3.27763 respectively. Table 4 

shows the Independent sample T-test data of CNN 

and LSTM with the significance value obtained is 

0.651 (Two-tailed, p>0.05). 

 

Figure 1 denotes the comparison of CNN 

and LSTM in terms of mean accuracy and loss. The 

group statistics value along with mean, standard 

deviation, and standard error mean for the two 

algorithms are also specified in deep learning. The 

graphical representation of comparative analysis, 

means loss between two algorithms of CNN and 

LSTM are classified. This indicates that 

Convolutional Neural Networks are significantly 

better with 94% accuracy when compared with 

Long Short Term Memory classified accuracy of 

78%. The Standard Deviation Error Bars are +/- 1 

SD as given in Fig. 1. 

 

4. Discussion 

 

In the given study, the significance value 

obtained is 0.615 because, of a large number of 

datasets with fewer parameters (Two-tailed, 

p>0.05). which implies that CNN appears to be 

better than LSTM using the encoder-decoder 

model. The accuracy analysis of the CNN classifier 

is analyzed as 94% whereas the accuracy of the 

LSTM classifier is 78%. A Comparative previous 

assessment of CNN over LSTM is depicted in this 

paper (Kesavan, Muley, and Kolhekar 2019). This 

clearly indicates that CNN appears to be a better 

classifier when compared to the LSTM classifier 

(Bai and An 2018). This work shows a comparative 

accuracy analysis between CNN and LSTM in 

Which CNN shows an accuracy of 94% and LSTM 

shows an accuracy of 78%. 

 

In deep learning, CNN is said to be a type 

of artificial neural network that generates captions 

of the given novel image using the previously 

saved datasets (Yang, Zhang, and Cai 2020). The 

connection between the two hidden layers is done 

by CNN. The output layer can get data from the 

past and future states simultaneously. LSTM can 

carry out relevant information throughout the 

processing of inputs and with a forget gate, it 

discards non-relevant information (Yang, Zhang, 

and Cai 2020). Similar reach examines cutting-

edge algorithms for object detection and 

recognition, attribute prediction, and image caption 

production. To create picture captioning, an 

encoder-decoder architecture with a visual attention 

mechanism is used. The encoder is based on CNN, 

while the decoder is based on the visual attention 

module. The opposite finding of the reach 

transforms the problem into a retrieval task. It also 

creates a database based on picture and text 

features. These applications include 

recommendations in editing applications, Novel 

Caption generation usage in virtual assistants, 

encoder-decoder, image indexing, visually 

impaired persons, for social media, and several 

other natural language processing applications. It is 

helpful in generating a caption of the image 

(Sharma et al., n.d.) (Iwamura et al. 2021). 

 

The limitations of this study are that it 

takes a very long time to train a convolutional 

neural network, especially with large datasets in 

deep learning (Sahasrabuddhe, n.d.). The more 

independent and dependent variables there are, the 

better the accuracy of using the Encoder decoder 

model. The Future scope of this study is that the 

system should be expanded to include a larger 

number of images with lesser time consumption in 

training the data set. As a result of characteristics 

like these, accuracy and exact precision numbers 

can be increased (Lee, Eum, and Kwon 2020). 

 

5. Conclusion 

 

In this research work, the prediction of the 

accuracy percentage of image caption generator 

using CNN to have enhanced accuracy (94%) 

When compared to the LSTM (78%). Accuracy 

estimation for various image caption generators has 

been successfully calculated for the Images. The 

main focus was on the algorithmic substance of 

various attention processes, as well as a summary 

of how they are used. Conclude that we have 

succeeded in creating an encoder-decoder model 

that is a major improvement above all other image 

caption generators previously available. Accurate 

descriptions of accurate calculations for each 

Image can be done using this model. 
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TABLES AND FIGURES 

 

Table 1. Group, Accuracy, and Loss value uses 8 columns with 8 width data for image caption generator. 

SI.NO Name Type Width Decimal Columns  Measure Role 

1 Group Numeric 8 2 8 Nominal Input 

2 Accuracy Numeric 8 2 8 Scale Input 
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3 Loss Numeric 8 2 8 Scale Input 

 

Table 2. Accuracy and Loss Analysis of Convolution neural network and Long short term memory. 

S.No  GROUPS  ACCURACY LOSS  

 

 

 

 

 

 

 

 

1 

 

 

 

 

 

 

 

 

CNN 

94.89 5.11 

94.42 5.58 

91.33 8.67 

93.00 7.00 

93.94 6.06 

93.42 6.58 

89.85 10.15 

93.21 6.79 

89.12 10.88 

87.12 12.88 

 

 

 

 

 

 

 

2 

 

 

 

 

 

 

 

 

LSTM 

78.74 21.26 

78.12 21.88 

77.12 22.88 

75.54 24.46 

74.16 25.84 

70.00 30.00 
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68.85 31.15 

74.67 25.33 

76.35 23.65 

76.65 23.35 

 

 

Table 3. Group Statistical Analysis of CNN and LSTM. Mean, Standard Deviation and Standard Error Mean are 

obtained for 10 samples. CNN has higher mean accuracy and lower mean loss when compared to LSTM. 

Name  GROUP N Mean Std.Deviation Std.Error 

Mean 

ACCURACY CNN 10 92.0300 2.57388 .81393 

LSTM 10 75.0200 3.27763 1.03648 

LOSS CNN 10 7.9700 2.57388 .81393 

LSTM 10 24.9800 3.27763 1.03648 

 

 

Table 4. Independent Sample T-test: CNN is insignificantly better than LSTM with p value 0.651 (Two tailed, 

p>0.05) 

Name  Variance

s 

F Sig. t df Sig 

(2-

tail 

ed) 

Mean 

Diffencen

e 

Std.Erro

r 

differenc

e 

Lower Upper 

 

 

 

ACCURAC

Y 

Equal 

variances  

assumed 

.21

2 

.65

1 

12.90

7 

18 .00

0 

17.01000 1.31787 14.2412

6 

19.7787

4 

Equal 

Variances      

not 

assumed 

.21

2 

.65

1 

12.90

7 

17.04

2 

.00

0 

17.01000 1.31787 14.2300

6 

19.7899

4 

 

 

 

 

LOSS 

Equal 

variances  

assumed 

.21

2 

.65

1 

-

12.90

7 

18 .00

0 

-17.01000 1.31787 -

19.7787

4 

-

14.2412

6 

Equal 

Variances      

- - -

12.90

17.04

2 

.00

0 

-17.01000 1.31787 -

19.7899

-

14.2300
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not 

assumed 

 

7 4 6 

 

 
Fig. 1. Comparison of CNN and LSTM Classifier in terms of mean accuracy and loss. The mean accuracy of 

CNN is better than LSTM Classifier; the Standard deviation of CNN is slightly better than LSTM. X Axis: CNN 

Vs LSTM Classifier and Y-Axis: Mean accuracy of detection ± 1 SD 

 

GROUPS  ACCURACY LOSS  

YOLO 80 0.20 

KNN 91 0.09 

CNN 90 0.10 

RESNET 89 0.11 

 SVM 88 0.12 

 

 

GROUP N Mean Std.Devianation Std.Error 

Mean 

YOLO 10 80.0300 2.57388 0.81393 

KNN 10 90.0200 3.27763 1.03648 

CNN 10 91.9700 2.57388 0.81393 

RESNET 10 89.9800 3.27763 1.03648 

 SVM 10 16.8540 1.2451 0.1547 

 


