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Abstract 

 

Aim: The aim of this research is to perform an error analysis of fault data detection in IoT devices using lasso 

regression splines compared over decision tree model.  

Materials and Methods: Lasso regression algorithm with sample size = 20 and decision tree algorithm were 

evaluated to predict the efficiency percentage. Lasso regression  prediction updates its weights and 

configurations based on the input.  

Results and Discussion: Lasso regression delivered significant results with 90.40% accuracy, compared to 

decision tree 85.80% accuracy. Lasso regression and decision tree statistical insignificance is p = 0.511 

(p>0.05). Independent sample T-test value states that the results in the study are significantly not achieved with 

a 95% confidence level.  

Conclusion: Lasso regression  algorithm performed significantly better than the decision tree algorithm. 
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1. Introduction 

 

The decrease in expense of detectors and 

connection has led to the number of industrial 

items connected to the internet increased. As a 

result, Internet of Things (IoT) security has 

emerged as a critical component of Industry, as it 

permits the collection of huge volumes of data that 

are never used due to a lack of understanding or 

analysis (Teysseire et al. 2022).  The best use of 

this data and real-time analysis can enhance 

productivity, increase machine health, improve 

daily production automated, and lead to genetic 

flaw assembly. Improved measuring equipment, 

which includes both hardware and technology, are 

some of the most essential aspects of the smart 

grid.It allows utilities and end users to 

communicate in two directions. Because an AMI 

has similar characteristics to a network connection, 

strategies used to resist information loss, malicious 

actions, and monetary gain in communications 

infrastructure can be used to power grids.(Lamont 

and Sayigh 2018) The danger of the system 

infrastructure outweighs the risk of the individual 

components.The system threat becomes more 

difficult and complicated to detect as the number of 

elements vulnerable to assault grows (Ustun 2019).  

 The most obvious concern is meter 

manipulation, which takes the form of altering the 

smart meter reading to give erroneous data to the 

utility (Vermesan and Friess 2014). This can lead 

to inflated invoices and inaccurate data for 

forecasting and monitoring, both of which can have 

serious consequences. Smart meters generate a vast 

amount of data that varies in time and pace. 

Computer vision approaches have the potential to 

make smart home devices more IoT secured. In 

today's smart grids, injecting fake data is a 

prevalent integrity attack that offers a malware 

concern.(Gunjan and Zurada 2020) Using a 

perimeter setting technique, an empirical equation 

to discover false data infusion was given in a data-

centric paradigm. Analytical tools that make use of 

the smart grid's massive volumes of data can assist 

in detecting integrity attacks like fake data infusion 

(FDI). Various strategies for detecting outliers in 

sensor data have been used in the literature. 

 

Our institution is keen on working on 

latest research trends and has extensive knowledge 

and research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; J. A. Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The main challenging problem is the 

recognition of a wide variety of spam files that are 

being recieved in IoT devices. Additionally, there 

are a variety of other factors that create differences 

in detecting those spam files, such as connected 

components, multi-oriented files, overlapping files, 

skewness of text lines, and pressure points among 

other factors (Pedir 2016)(N. Kumar and Makkar 

2020), (Pedir 2016). Even a simple spam can be 

received differently. Thus, recognizing a particular 

spam is a challenging task. The aim of this research 

is to enhance the spam detection in internet of 

things devices using novel multivariate adaptive 

regression splines compared to XGBoost. 

 

2. Materials and Methods 

 

This research was carried out in the machine 

learning laboratory at the Saveetha School of 

Engineering, Saveetha Institute of Medical And 

Technical Sciences. In this study there are two 

groups. A novel  lasso regression is used for Group 

1 and a decision tree is used for Group 2. With a 

sample size of 20, a confidence interval of 95 

percent, and pretest power of 85 percent, the lasso 

regression and decision tree algorithms were 

examined for various iterations.  

 

The softwares used  machine learning models are 

Windows 11 with Python programming language 

version 3 and Pycharm IDE. Hardware 

configuration 8 Gb RAM in the system and the 

implementation is done in a jupyter notebook. 

 

After dataset collection, the null values and 

unimportant content in the datasets were removed 

by preprocessing and data cleaning steps. After 

cleaning and preprocessing the data, an ideal input 

for the detection model is produced, which are 

processed into the detection model using opencv 

library and efficiency of both lasso regression 

algorithm and decision tree algorithm is calculated 

(Yin et al. 2019). 

 

Lasso regression Algorithm 

On challenging problems, Novel Lasso Regression 

is a multi-linear technique. The method requires 

determining a set of fundamental linear functions 

that, when integrated, yield the best prediction 

results. It's thus a type of basic linear function 

ensemble that excels at difficult regression 

problems including a large number of input 

variables and complex non-linear interactions. 
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Pseudocode for lasso regression algorithm. 

 

1)   Start program 

2)   Input data set 

3)   Give the path to lasso regression  weight and configs and store it in a variable 

4)   Start with loop to loop frame one by one  

5)   Use the modules to install the library  

6)   Implement the dataset  

7)   Use the lasso regression algorithm to get efficiency values  

8)   After compare the dataset  

9)   Run the program  

10)  If all modules will run then the graph will generate  

11) End the program 

 

Decision tree Algorithm 

Decision tree is a decentralized support vector 

toolkit optimized for speed, customization, and 

adaptability. It creates Machine Learning 

algorithms using the Vector Support framework. It 

employs parallel tree boosting to efficiently and 

precisely solve a wide range of data science 

problems. Fig. 2 shows the algorithm for decision 

from dataset processing to output generation. 

 

Pseudocode for decision tree algorithm. 

1)   Start program 

2)   Import the data set as home appliance.csv 

3)   Analyze the information stored in images. 

4)   After loading the dataset, it was splitted into training and testing samples. 

5)   Preparing the data for training and reshaping it. 

6)   Imported relevant libraries and modules. Next, we splitted the data into half training and  half testing using the 

function train_test_split. 

7)   The model is trained and tested to ensure accuracy. 

8)   Import train_test_split into the coding. 

9)   Run the program  

10) If all modules will run then the graph will generate  

11) End the program 

  

S

tatistical Analysis 

The control variable is pixel length, and the 

outcome variable is bounding box color. IBM 

SPSS is used for statistical analysis. The testing 

variable is specified as GroupID. GroupID for lasso 

regression is Group 1 and Group 2 for decision tree 

model. Group Statistics is used for the Statistical 

analysis for the home appliances (SPSS) dataset. 

By performing the statistical analysis of group 

statistics, By using lasso regression and decision 

tree model, we analyze the error of identifying fault 

data in IoT devices.(“Two-Group Multivariate 

Analysis of Variance” 2015) 

 

3. Results  

  

Table 1 represents the simulated efficiency analysis 

of lasso regression  and decision tree algorithms.   

                                                                                                                                   

Table 2 represents group statistical analysis with 

the mean value of 90.40 and 85.80 , standard 

deviation of 1.517 and 3.564 for lasso regression 

and decision tree respectively. 

  

Table 3 represents the independent T test analysis 

of both the groups with tailed insignificance values 

of 0.511 (p>0.05). The p-value shows that there is 

no insignificant difference amongst the group of 

algorithms used in this analysis. 

 

Fig. 1 shows the architecture for Error analysis of 

bug detection in IoT security devices using lasso 

regression  compared over decision tree model. 

 

Fig. 2 shows the bar graph analysis based on 

efficiencies of two algorithms. The mean 
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efficiencies of novel lasso regression and decision 

90.40 and 85.80 respectively. From the results 

obtained it is inferred that the lasso regression 

object detection algorithm is more efficient than the 

decision tree algorithm.  

 

4. Discussion 

 

In this research work, novel lasso regression and 

decision tree were evaluated for the efficiency of 

scam analysis. It was discovered that the novel 

lasso regression approach outperforms the decision 

tree algorithm after assessing the two models using 

the identical datasets (National Research Council et 

al. 2012). It will detect the scam user and the post 

which is posted by the id. it will analyze and show 

in graphs like comments, share etc. The datasets 

from different ranges help to improve the 

efficiency percentage (National Research Council 

et al. 1988). 

 

(Bae, Kim, and Kim 2016) used AI networks and 

they obtained an analysis based on fault data entry. 

But their network model usually required more 

time to train data. (Gao et al. 2013) specifically 

proposed a localized zonal technique to identify 

fault data, which has been found to significantly 

improve detection accuracy levels. Based on the 

home appliances dataset, this method accounts for 

detection placement by using two independent 

convolutional IoT networks with test accuracies of 

97.2% and 76.8%, respectively. (Zambom and 

Akritas 2015) presented fault data identification 

approaches as well as fault data modifiers. It is 

determined by the fault data and bug combination 

and has an identification rate of 75% on average. 

((Dixit et al. 2020; Cleff 2019)proposed a 

technique that uses an AI model of  decision tree 

characteristics to identify the fault data. 

 

In future scope, the comparison study should be 

significant now that it is insignificant. Error 

analysis is found in lasso regression, but it is 

minimal when compared to the  decision tree 

model. 

 

5. Conclusion 

  

In this study, the fault data score is used to assess 

the reliability of IoT devices in a smart home 

network. The lasso regression algorithm is used to 

calculate the defect data score for all IoT devices. 

Lasso  regression and decision tree model 

techniques were used to examine improvements 

and the time information produced by smart meters 

during extensive tests and experiments (Panigrahi 

et al. 2018). The findings suggest that the device 

failure data score based on decision tree model aids 

in improving the basis for successful IoT device 

operation in the smart home. 
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Tables and Figures 

 

Table 1. Analysis of  Lasso regression and decision tree. The novel  lasso regression algorithm is 15% more 

efficient than the decision tree algorithm. 

ITERATION 

NO 
Lasso regression Decision tree 

1 

 
96.1 94.2 

2 

 
95.2 92.4 

3 

 
94.4 90.3 

4 

 
90.1 89.5 

5 87.6 
87.3 

 

                                                                                                                                         

Table 2. Group Statistics of Lasso regression and decision tree algorithm with the mean value of 90.40% and 

85.80% 

GROUP N Mean(%) Std.deviation Std.Error Mean 

Lasso regression 5 90.40 1.517 .678 

Decision tree 5 85.80 3.564 1.594 

  

Table 3. The insignificance and standard error of the two groups are determined using an independent sample T-

test. One tailed insignificance value is 0.511 and it is statistically insignificant 

 

Levene’s 

test for 

equality of 

variances. 

 

T- test for equality of means 

F Sig. t df 
Sig.(2-

tailed) 

Mean 

difference 

Std. error 

difference 

95% 

confidence 

interval of the 

difference 

Lower Upper 

 

 

 

ACCURACY 

Equal 

variance 

assumed 

6.826 .511 2.656 8 .029 4.600 1.732 0.606 8.594 

Equal 

variances 
  2.656 5.403 .042 4.600 1.732 0.246 8.954 
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Fig. 1. Architecture for Error analysis of fault data detection in IoT devices using lasso regression  compared 

over decision tree. 

 

 
Fig. 2. Bar graph analysis of lasso regression algorithm and decision tree algorithm. Graphical representation 

shows the mean efficiency of 90.40% and 85.80% for the proposed lasso regression algorithm  and decision tree 

respectively. X-axis : Lasso regression vs decision tree. Y-axis : Mean precision ± 1 SD. 
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