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Abstract  

Harmful recognition is a process of recognizing harmful activities in public, private places 

through video monitoring. Harmful recognition can be used to monitor harmful act in public 

places through video monitoring. In this paper, convolutional neural network(CNN) 

algorithm is used with Mobilenet v2 architecture and OpenCV for harmful act recognition. 

In this model/system, we use various real lifebased videos to train our model/system in 

which half of the data-set contains harmful videos and another half contains safe videos. 

The proposed model fulfill the accuracy of 90%.   

Keywords: Mobilenet V2, Harmful recognition,supervised learning, convolutional 

neural network(CNN) algorithm, Computer Vision, Deep learning, harmful.  
 

  

1 Introduction   

Harmful act recognition using deep learning is a difficult task in computer science domain. 

Computer vision provides various approach   to work on video and images data-sets.[1] In 

this research paper, harmful act recognition system is proposed which takes videos as input, 

it may contain audio or may not and recognizes harmful activities in frames resulting to 

from the input video and shows each frame as safe or harmful as output. This research paper 

aims on taking frames from the input video coming from CCTV, recorded videos or other 

sources.[2] After trying some common approaches for harmful act recognition, CNN + 

Mobilenet v2 is selected for this paper.    

MobileNetV2  used on mobile devices. It helps in classification of images, for example: 

from a dog’s image it will detect it a dog. It take image of 224*224 pixels which have three 

colour channel. In CNN we use filters/kernels which run on a image and calculate dot 

product. Every filter takes out different features from image. [3] CNN is satisfactory at 

picking up on designs in the input image, such as gradients, lines circles, or even 

characteristics faces and eyes. [4] This research paper uses CNN as major working 

algorithm to train our model. CNN is used to extract characteristicsfrom frames, learn from 

images and report them as harmful or safe for humans [6][7].  



The main task of this paper is to cut human intervention into the monitoring of videos 

collected from various public or private places CCTV cameras to recognise the harmful 

activities happening there.[5] We aim that this paper will help in facilitateharmful act 

recognition and activities happening in computer vision and deep learning domains.[6]The 

remaining portion of this paper contains Section 2 consists Literature Review, Section 3 

contains Proposed Methodology, Section 4 contains Result Discussion and Section 5 

contains conclusion [8][9][10].  

  

2.Literature review  

With the increasing number of monitoring cameras in metropolitan cities, huge number of 

videos can be stored.While there are insufficient human resource for monitoring many 

screens at one time. The techniques of video understanding to recognize harmful 

behaviour.[7] In this research statistical analysis morphological and threshold techniques 

are used to process the pictures obtained from sample of harmful videos. Convolutional 

Neural Network (CNN) model will used for the same. There are a number of researches on 

this topic which uses different classification techniques.[8] This problem can be solved by 

using (support vector machine) SVM and (k-nearest neighbour) KNN also, but CNN with 

MobileNetV2 is used in this paper to solve this problem [11][12].  

  

In December 2019, Solimanintroduced a model which used a pretrained VGG16 on 

ImageNet as spatial feature extractor than it moves to Long Short-Term Memory (LSTM) 

as sequences which havecompletely connected layers for classification cause.   

The data-set used was used for real time harmful situation which includes 2000 videos 

splited into 1000 harmful videos and 1000 nonharmful videos. The presented models 

achieved a precision of 88.2%. [12] [13]   

Dataset   

In this paper, Real Life Harmfulact data-set is used which consist of videos having 

harmful and other are safe video clips containing normal activities. Both type of videos 

are placed in different directories. This dataset contains 1000 harmful videos and 

1000 non-harmful videos. In this paper, only 350 harmful and 350 nonharmful video 

clips are used to train the model due to lack of memory [14][15] [16][17].  



3.  Proposed Methodology  

  
Figure 1: Block Diagram(ERD)  

  

The above block diagram showsand describe the control flow of various steps which 

includes frame generation,image augmentation and examine for harmful and labelling 

frames with their respective class after classification [18][19][20][21]  

  

    Step 1: Data-set splitting  

In this paper, 70% of our data-set videos are used for training and 30% of videos are used for 

validation. This means 245  harmful videos and 245 non-harmful videos are used for 

training purpose and 105 harmful and 105 non-harmful videos are used for validation 

purpose [22][23][24].  

  

    Step 2:Processingof data-sets  

Here frames are generated from video clips using Computer Vision tool OpenCv2. The 

frames are augmented and preprocessed further. Augmentation is done to magnify the size 

of dataset to conquer the problem of overfitting. Image frames are taken out from the video 

clips and each frame is stored in the data-set. Then the size of frame is changed into 

128*128*3 to decrease computational time [25][26].  

  

    Step 3: Neural network model  development  

The data-set is breaked into testing andtraining data-set. Then a   

MobileNetV2 pre-trained model with CNN classifiers for the classification   

of frames is equipped with training dataset. Each frame is feed into a neural network. It goes 

through these layers: 1)Zero padding layer, 2)Convolutional layer, 3)Batch normalization 

layer, 4)Sigmoid activation layer, 5) Maxpooling layer (two times), 6)Flatten layer, 7)Dense 

fully connected layer with one neuron [27][28][29].  

  



     Step 4: Experimentation and training on data-sets    

Training and testing are done on MobileNetV2 pre-trained model with CNN classifier on 

the data-set to do the prediction accurately. The model is directed for 50 epochs(stages) and 

loss and accuracy plots are constructed. The accuracy of the model is calculated 

[30][31][32][33].  

  

     Convolutional neural network (CNN)  

They are made up of node levels, each of which includes an input layer, one or more hidden 

layers, and an output layer. Each node has a threshold and weight that are connected to one 

another. Any node whose output exceeds the defined threshold value is activated and begins 

providing data to the network's uppermost layer. Otherwise, no data is transmitted to the 

network's next tier [14,15].  

• Convolutional neural networks outperform other neural networks when given inputs like 

images, voice, or audio, for example. Convolutional, pooling, and completely linked layers 

are their three primary types of layers [16,17].  

  

CNN algorithm with MobileNetV2 already trained model which will be used to take 

outcharacterstics from frames, on using Real Time harmful act situation data-set with this 

model total no. of  1281 trainable parameters are acquired [18].   

  

  

  

  
Fig 2: Convolutional Neural Networks Layer  

  

Configuration of layers  
  

Input layer extract an image frame of size 128*128 with 3 colours channels. Then it 

goes to first cnn layer with an image size of 64*64 with 32 parameters. Then 

furtherreached to the  normalization layer and then ReLU layer. After that neural 

network is expanded depth wise and the same process is repeated for 16 blocks and 

after the size of 4*4 with 1280 is obtained. Then it further moved through global 

average pooling 2D layer and lastly in the dense layer 1281 trainable parameters are 

obtained [34][35].  
  

4.Experimental Results  

After training our model, the model is capable to generate frames from video clips and 

recognise whether it is having harmfulact or it is safe.   

4.1 Confusion Matrix   

It is used to show the performance of a classification model.   



  
Fig 3  : Model’sConfusion Matrix   

 The above figures shows thatthe confusion matrix of our model, whichstates that 

the true negative values are 1664, true positive values are 2019, false positive values 

are 210 and false negative values are 182.    

4.2 Output   

Below are the screenshots of our output which shows the label on        eachframeas 

harmful or safe. 

   
Fig 4: Harmful act detected  

Thefig 4 shows that the output frame with harmful label is in red                 color which 

shows that the above image frame contains harmful act.    

  
Fig 5 : Safe action detected  

 The fig 5 shows that the output frame with no harmful act and safe label in green 

colorthat shows the above image frame does not contain harmful act.   



4.3 Classification of Report  

  
Fig 6 : Classification of report(accuracy=90%)  

     4.4Loss in Validation and Training  

  
Fig 7:Loss in Validation and training  

The fig 7 shows the loss in validation and training of our model ,where orange line 

depicts loss in validation and blue line depicts loss in training.   

4.5 Accuracy in Training and Validation  

  
Fig 8:Accuracy in Training and validation  

The fig 8depicts the accuracy in training and validationof our model ,where orange 

line depicts validation accuracy and blue line depicts training accuracy.   

  

5.Conclusion  

From above model we have concluded that our model takes video as input and breaks 

it into frames and then label them as harmful or safe in red and green colour 

respectively by using CNN algorithm and gets an accuracy of 90 percent till now. This 

model is able to recognise harmful act from CCTV, recorded videos based on training 

data set. We hope that this model will help in reducing crime and harassmentat 

public/private places by monitoring all the videos simultaneously.  
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