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Abstract 

 

Aim: The main goal of this study is to propose a novel identifying facial micro-expression using support vector 

machine algorithm with hidden markov model algorithm and compare their precision.  

Materials and Methods: The sample size for support vector machine (N=10) and hidden markov model 

(N=10) were iterated 20 times to detect micro expressions with g power as 80 %, threshold 1.0 and confidence 

interval as 95%.  

Results: support vector machine has significantly better precision (94.8%) compared hidden markov model 

precision (90.0%). The statistical significance difference p=1.0 (p<0.05) independent sample T-test value state 

that the results in the study are insignificant.  

Conclusion: Support Vector Machine algorithm offer better precision to detect facial micro-expressions than 

hidden markov models. 

 

Keywords: Micro-expressions, Innovative Support vector machine (SVM), Emotions Hidden Markov Model 

(HMM), Precision, Machine learning. 
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1. Introduction 

 

The goal of this research is to find out how 

accurate new facial microexpression recognition is  

(Swinkels et al. 2017). There are several types of 

algorithms to detect emotions ((Neerja, Neerja, and 

Walia 2008).(Calvo et al. 2014). There are many 

types of micro-expressions which are unable to be 

detected by algorithms (Chew et al. 2012). ((Calvo 

et al. 2014)2014) The application is that these 

micro-expressions can be detected by a  Innovative 

support vector algorithm compared with the hidden 

markov model, by using these scanned images, 

results find the facial micro-expressions  (Zeng et 

al. 2009). 

Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The study hole recognized from the 

survey is that there are numerous strategies 

proposed for detecting facial micro-expression, 

however the maximum of the strategies which can 

be proposed have much less precision rate. The 

essential goal of this take a look at is to hit upon 

facial micro-expression through  Innovative 

Support Vector Machines set of rules as compared 

with a Hidden Markov Model of rules to acquire 

higher accuracy ((Calvo et al. 2014) 2014).  
 

2. Materials and Methods 

 

The analysis study was carried out in an Open 

Source lab, Saveetha School of Engineering, 

Saveetha Institute of Medical And Technical 

Sciences (SIMATS). The number of teams known 

for the study area unit 2. The group-1 be a support 

vector machine algorithmic rule  and group-2  be a 

hidden markov model algorithmic rule. The SVM 

and HMM were iterated at different times with a 

sample size of  10 ((Calvo et al. 2014)2014) , 95% 

confidence interval and pretest power of 80% 

(Swinkels et al. 2017).Consistent with that, the 

sample size of support vector machine algorithmic 

rule (N=10) and hidden mathematician model 

algorithmic rule (N=10) were calculated ( (“Sample 

Size Calculator” n.d.). 

The data set has 1700 pictures once the info 

preprocessing the dataset is updated to 937 

pictures, wherever all the pictures are units of 

various dimensions. So, all the picture area units 

were resized to 400×400. The info set was 

collected from kaggle (anshalsingh 2021). 

 

Support Vector Machine Algorithm (SVM) 

Selection of SVM Machine mastering as a baseline 

version became supposed with the aid of using its 

achievement in beyond micro-expression research 

like ((Neerja, Neerja, and Walia 2008).(Calvo et al. 

2014). SVM makes use of a hyperplane to split the 

cluster of statistics into their appropriate classes, 

thinking that we`ve been given  datasets with 2 

separate classes that rectangular degree linearly 

indivisible. There is probably pretty one hyperplane 

isolating the kinds and consequently the only with 

the most important margin is selected due to the 

fact the best/maximum is nicely classified. Since 

the SVM. 

 Machine mastering set of rules can be a binary 

classifier, each micro-expression class becomes 

skilled on a personal basis, and consequently the 

common in their overall performance becomes 

calculated as proven in Fig. 1. During this study, 5-

fold pass validation became acquainted with 

dividing all of the samples into 5 subsets. SVM 

fashions tended to designate the two dataset codecs 

that we had (apex frames and photograph 

sequences). A whole 220 samples have been used 

for apex body test while 230 samples have been 

used for experiments finished victimization 

photograph sequences.  

 

Hidden Markov Model Algorithm  

As shown in Fig. 2, forty one facial feature 

elements were detected in each photo to represent 

the motions of face regions. They included ten 

components for the brows, twelve for the eyelids, 

eight for the mouth, ten for the corners of the lips, 

and one for the anchor characteristic element at the 

nostril (Zeng et al. 2009) as proven in Fig. 2. The 

facial characteristic factors are tracked by the use 

of a limited Emotions Hidden Markov Model 

(Chew et al. 2012). Emotions Hidden Markov 

Model makes use of a non-parametric approach to 

symbolize the distribution of candidate places and 

the use of an optimization approach known as 

limited meanshifts. Emotions Hidden Markov 

Model outperforms the famous techniques for 

deformable version fitting. We code the archetypal 

facial sensations using multiple AUs based on the 

tracked function components withinside the 

relevant face areas, which is consistent with 

Ekman's AU-coded emotion description in (Fritzell 

et al. 2020). 

The software tool accustomed to judge the region 

based mostly support vector machine algorithmic 

rule and emotions hidden markov model set of 

rules rule was in google colab with python 

synthetic language. The gear was upgraded to an 

Intel midrange i5 CPU with an 8GB RAM era. The 

device was upgraded to a 64-bit OS, X64, based on 

a modern processor and a 917-GB HDD. The 
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Windows 10 software programme machine makes 

up the computer code configuration. The analysis 

was done victimizing IBM SPSS version 2021. It 

could be an applied mathematics computer code 

tool  used for information analysis. For each 

projected and existing algorithm 10 iterations were 

finished with at most 10-20 samples and for every 

iteration the anticipated exactness was written for 

analyzing exactness precision. 

 

Statistical Analysis 

In this analysis date, place and name square 

measure the independent variables and stay 

constant even once ever-changing different 

parameters, whereas image pixels, emotions, 

expressions square measure dependent variables 

reckoning on the inputs and vary for each 

amendment within the input. freelance T-Test that 

is employed to match region based mostly support 

vector machine algorithmic programs and emotions 

hidden Markov model algorithm to notice facial 

micro-expressions ((Calvo et al. 2014)2014). 

 

3. Result 

 

The consequences had been taken as an 

exploitation confusion matrix and preciseness 

metric. The train:test cut up changed into seventy 

five:25 as in Table 1. We tend to conjointly do 

move-validation at the dataset to do away with any 

biases. 

In this test SVM with linear kernels finished higher 

than opportunity kernels. Rbf gave the worst 

overall performance, even as poly modified into 

nearly as suitable due to the linear kernel as shown 

in Table 2. We tend to try to stay the same and 

observe the identical for each split and move-tested 

data consequently to have uniformity in effects. 

The suggested pass-validation rating turns into 

conjointly pretty lots correct sufficient to the 

accuracy score carried out via the manner of the 

split. Shows the confusion matrix's warmth map 

from our multi-elegance type outcomes. We tend to 

believe that the diagonals have larger weights after 

a closer examination of the confusion matrix; there 

are a few misclassifications in every class except 

elegance 4: Fear. Several samples were incorrectly 

identified as possible training, such as scorn, 

disgust, fear, and disappointment. 

Fear is appropriately detected in all of the samples. 

In a few situations, the disgust and melancholy 

samples were misclassified as anger.This will result 

in the similarity of options between these emotions  

as shown in Fig. 3. 

 

4. Discussion 

 

Support vector machine algorithms supported facial 

micro-expressions detection have higher precision 

compared to emotions hidden Markov model 

algorithms. Geo et al have enforced the noise 

tolerant ensemble continual support vector machine 

for semi-supervised object detection. It describes 

the preciseness of the support vector machine 

algorithmic rule can perpetually improve as 

continual with the coaching and mining steps 

consequently (Calvo et al. 2014) have enforced the 

improved emotions hidden markov model 

algorithmic rule for object detection. This describes 

that the support vector machine algorithmic rule is 

4% above the hidden markov model algorithmic 

rule  ((Di and Yu 2020)). 

We focused on a few distance and area constraints; 

however, there may be many more interesting 

functions at the face that may be calculated and 

utilized to teach the set of principles. Furthermore, 

not all of the functions help to improve precision, a 

few perhaps now no longer useful with the 

alternative functions. For future work, an improved 

face detection set of rules coupled with a few 

accurate functions may be researched to enhance 

the results. Feature choice and discount method 

may be carried out at the created function to 

enhance the accuracy of the dataset. Applications 

together with drowsiness detection among drivers 

may advance the use of function choice and 

cascading extraordinary algorithms together. 

 

5. Conclusion 

 

Face popularity in synthetic intelligence is a 

common hassle. Several smartphones were 

establishing phones with facial identity to 

safeguard non-public info and used on Facebook to 

identify right away while customers of Facebook 

appear in pictures. Based on the obtained results 

the  Innovative support vector machine algorithm 

provides 94% precision compared to the hidden 

markov model algorithm which results in 90% 

precision. 

 

Declaration 

Conflict of interest 

No conflict of interest in this manuscript. 

 

Authors Contributions 

Author AAR was involved in data collection, data 

analysis, manuscript writing. Author  KSR was 

involved in conceptualization, data validation, and 

critical review of manuscript. 

 

Acknowledgement 

The authors would like to express their gratitude 

towards Saveetha School of Engineering, Saveetha 

Institute of Medical and Technical Sciences 

https://paperpile.com/c/4o9mF3/YImKF
https://paperpile.com/c/4o9mF3/YImKF
https://paperpile.com/c/4o9mF3/PRp8i


Section A-Research paper 
Improving Precision for Identifying Facial Micro- Expression 

 using Support Vector Machine Algorithm compared with  

Hidden Markov Model  Algorithm 

 
 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 3601 – 3607                                                                                                            3604  

(Formerly known as Saveetha University) for 

providing the necessary infrastructure to carry out 

this work successfully. 

 

Funding: We thank the following organizations for 

providing financial support that enabled us to 

complete the study. 

1. Readmind Technologies Pvt Ltd. 

2. Saveetha University. 

3. Saveetha Institute of Medical and 

Technical Sciences. 

4. Saveetha School of Engineering. 

 

6. References 

 

anshalsingh. 2021. “Facial Expressions.” Kaggle. 

July 3, 2021. 

https://kaggle.com/anshalsingh/facial-

expressions. 

Calvo, Rafael A., Sidney D’Mello, Jonathan 

Gratch, and Arvid Kappas. 2014. The 

Oxford Handbook of Affective Computing. 

Oxford University Press, USA. 

Chew, S. W., P. Lucey, S. Lucey, J. Saragih, J. F. 

Cohn, I. Matthews, and S. Sridharan. 2012. 

“In the Pursuit of Effective Affective 

Computing: The Relationship Between 

Features and Registration.” IEEE 

Transactions on Systems, Man, and 

Cybernetics. Part B, Cybernetics: A 

Publication of the IEEE Systems, Man, and 

Cybernetics Society 42 (4): 1006–16. 

Di, Lanbo, and Feng Yu. 2020. Plasma for Energy 

and Catalytic Nanomaterials. MDPI. 

Dinesh Kumar, M., V. Godvin Sharmila, 

Gopalakrishnan Kumar, Jeong-Hoon Park, 

Siham Yousuf Al-Qaradawi, and J. Rajesh 

Banu. 2022. “Surfactant Induced Microwave 

Disintegration for Enhanced Biohydrogen 

Production from Macroalgae Biomass: 

Thermodynamics and Energetics.” 

Bioresource Technology 350 (April): 

126904. 

Fritzell, Peter, Christina Welinder-Olsson, Bodil 

Jönsson, Åsa Melhus, Siv G. E. Andersson, 

Tomas Bergström, Hans Tropp, et al. 2020. 

“Correction to: Bacteria: Back Pain, Leg 

Pain and Modic Sign-a Surgical Multicenter 

Comparative Study.” European Spine 

Journal: Official Publication of the 

European Spine Society, the European 

Spinal Deformity Society, and the European 

Section of the Cervical Spine Research 

Society 29 (1): 196–97. 

Haggard, Ernest A., and Kenneth S. Isaacs. 1967. 

“Studying Psychotherapy with Camera and 

Tape Recorder.” PsycEXTRA Dataset. 

https://doi.org/10.1037/e523812009-007. 

Kumar, J. Aravind, J. Aravind Kumar, S. Sathish, 

T. Krithiga, T. R. Praveenkumar, S. Lokesh, 

D. Prabu, A. Annam Renita, P. Prakash, and 

M. Rajasimman. 2022. “A Comprehensive 

Review on Bio-Hydrogen Production from 

Brewery Industrial Wastewater and Its 

Treatment Methodologies.” Fuel. 

https://doi.org/10.1016/j.fuel.2022.123594. 

Mahesh, Narayanan, Srinivasan Balakumar, 

Uthaman Danya, Shanmugasundaram 

Shyamalagowri, Palanisamy Suresh Babu, 

Jeyaseelan Aravind, Murugesan Kamaraj, 

and Muthusamy Govarthanan. 2022. “A 

Review on Mitigation of Emerging 

Contaminants in an Aqueous Environment 

Using Microbial Bio-Machines as 

Sustainable Tools: Progress and 

Limitations.” Journal of Water Process 

Engineering. 

https://doi.org/10.1016/j.jwpe.2022.102712. 

Mohanavel, Vinayagam, K. Ravi Kumar, T. 

Sathish, Palanivel Velmurugan, Alagar 

Karthick, M. Ravichandran, Saleh Alfarraj, 

Hesham S. Almoallim, Shanmugam 

Sureshkumar, and J. Isaac JoshuaRamesh 

Lalvani. 2022. “Investigation on Inorganic 

Salts K2TiF6 and KBF4 to Develop 

Nanoparticles Based TiB2 Reinforcement 

Aluminium Composites.” Bioinorganic 

Chemistry and Applications 2022 (January): 

8559402. 

Neerja, Neerja, and Ekta Walia. 2008. “Face 

Recognition Using Improved Fast PCA 

Algorithm.” 2008 Congress on Image and 

Signal Processing. 

https://doi.org/10.1109/cisp.2008.144. 

Ram, G. Dinesh, G. Dinesh Ram, S. Praveen 

Kumar, T. Yuvaraj, Thanikanti Sudhakar 

Babu, and Karthik Balasubramanian. 2022. 

“Simulation and Investigation of MEMS 

Bilayer Solar Energy Harvester for Smart 

Wireless Sensor Applications.” Sustainable 

Energy Technologies and Assessments. 

https://doi.org/10.1016/j.seta.2022.102102. 

Rinesh, S., K. Maheswari, B. Arthi, P. Sherubha, 

A. Vijay, S. Sridhar, T. Rajendran, and 

Yosef Asrat Waji. 2022. “Investigations on 

Brain Tumor Classification Using Hybrid 

Machine Learning Algorithms.” Journal of 

Healthcare Engineering 2022 (February): 

2761847. 

“Sample Size Calculator.” n.d. Accessed March 23, 

2021. https://www.calculator.net/sample-

size-calculator.html. 

Sathish, T., V. Mohanavel, M. Arunkumar, K. 

Rajan, Manzoore Elahi M. Soudagar, M. A. 

Mujtaba, Saleh H. Salmen, Sami Al Obaid, 

H. Fayaz, and S. Sivakumar. 2022. 

http://paperpile.com/b/4o9mF3/sndh6
http://paperpile.com/b/4o9mF3/sndh6
https://kaggle.com/anshalsingh/facial-expressions
https://kaggle.com/anshalsingh/facial-expressions
http://paperpile.com/b/4o9mF3/sndh6
http://paperpile.com/b/4o9mF3/YImKF
http://paperpile.com/b/4o9mF3/YImKF
http://paperpile.com/b/4o9mF3/YImKF
http://paperpile.com/b/4o9mF3/YImKF
http://paperpile.com/b/4o9mF3/YImKF
http://paperpile.com/b/4o9mF3/YImKF
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/aCW9
http://paperpile.com/b/4o9mF3/PRp8i
http://paperpile.com/b/4o9mF3/PRp8i
http://paperpile.com/b/4o9mF3/PRp8i
http://paperpile.com/b/4o9mF3/PRp8i
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/bNi9F
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/imYT
http://paperpile.com/b/4o9mF3/5VkQN
http://paperpile.com/b/4o9mF3/5VkQN
http://paperpile.com/b/4o9mF3/5VkQN
http://paperpile.com/b/4o9mF3/5VkQN
http://paperpile.com/b/4o9mF3/5VkQN
http://paperpile.com/b/4o9mF3/5VkQN
http://dx.doi.org/10.1037/e523812009-007
http://dx.doi.org/10.1037/e523812009-007
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://paperpile.com/b/4o9mF3/KZf8p
http://dx.doi.org/10.1016/j.fuel.2022.123594
http://dx.doi.org/10.1016/j.fuel.2022.123594
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://paperpile.com/b/4o9mF3/LtTeH
http://dx.doi.org/10.1016/j.jwpe.2022.102712
http://dx.doi.org/10.1016/j.jwpe.2022.102712
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/xyixn
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/F56ED
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://paperpile.com/b/4o9mF3/1H9ho
http://dx.doi.org/10.1016/j.seta.2022.102102
http://dx.doi.org/10.1016/j.seta.2022.102102
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/xbQde
http://paperpile.com/b/4o9mF3/bFjIm
http://paperpile.com/b/4o9mF3/bFjIm
https://www.calculator.net/sample-size-calculator.html
https://www.calculator.net/sample-size-calculator.html
http://paperpile.com/b/4o9mF3/bFjIm
http://paperpile.com/b/4o9mF3/PR8h3
http://paperpile.com/b/4o9mF3/PR8h3
http://paperpile.com/b/4o9mF3/PR8h3
http://paperpile.com/b/4o9mF3/PR8h3


Section A-Research paper 
Improving Precision for Identifying Facial Micro- Expression 

 using Support Vector Machine Algorithm compared with  

Hidden Markov Model  Algorithm 

 
 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 3601 – 3607                                                                                                            3605  

“Utilization of Azadirachta Indica Biodiesel, 

Ethanol and Diesel Blends for Diesel Engine 

Applications with Engine Emission Profile.” 

Fuel. 

https://doi.org/10.1016/j.fuel.2022.123798. 

Sudhan, M. B., M. Sinthuja, S. Pravinth Raja, J. 

Amutharaj, G. Charlyn Pushpa Latha, S. 

Sheeba Rachel, T. Anitha, T. Rajendran, and 

Yosef Asrat Waji. 2022. “Segmentation and 

Classification of Glaucoma Using U-Net 

with Deep Learning Model.” Journal of 

Healthcare Engineering 2022 (February): 

1601354. 

Sundararaman, Sathish, J. Aravind Kumar, Prabu 

Deivasigamani, and Yuvarajan Devarajan. 

2022. “Emerging Pharma Residue 

Contaminants: Occurrence, Monitoring, 

Risk and Fate Assessment – A Challenge to 

Water Resource Management.” Science of 

The Total Environment. 

https://doi.org/10.1016/j.scitotenv.2022.153

897. 

Swinkels, Wout, Luc Claesen, Feng Xiao, and 

Haibin Shen. 2017. “SVM Point-Based 

Real-Time Emotion Detection.” 2017 IEEE 

Conference on Dependable and Secure 

Computing. 

https://doi.org/10.1109/desec.2017.8073838. 

Vijayalakshmi, V. J., Prakash Arumugam, A. 

Ananthi Christy, and R. Brindha. 2022. 

“Simultaneous Allocation of EV Charging 

Stations and Renewable Energy Sources: An 

Elite RERNN‐ m2MPA Approach.” 

International Journal of Energy Research. 

https://doi.org/10.1002/er.7780. 

Yaashikaa, P. R., P. Senthil Kumar, S. 

Jeevanantham, and R. Saravanan. 2022. “A 

Review on Bioremediation Approach for 

Heavy Metal Detoxification and 

Accumulation in Plants.” Environmental 

Pollution  301 (May): 119035. 

Zeng, Zhihong, Maja Pantic, Glenn I. Roisman, 

and Thomas S. Huang. 2009. “A Survey of 

Affect Recognition Methods: Audio, Visual, 

and Spontaneous Expressions.” IEEE 

Transactions on Pattern Analysis and 

Machine Intelligence 31 (1): 39–58. 

 

 

Tables and Figures 

 

Table 1.  Mean and Standard deviation comparison precision of SVM is 94.8 % and the HMM Model is 90%. 

Algorithms N Mean Std.Deviation Std.Error Mean 

SVM 10 89.5000 3.02765 .95743 

HMM 10 85.5000 3.02765 .95743 

 

Table 2. Independent Sample T- test Result is done with confidence interval as 95% and level of significance as 

1.0 (Support vector machine algorithm performs significantly better than hidden markov model algorithm with 

the value of (p < 0.05). 
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.000 1.00 2.954 18 .008 4.00000 1.35401 1.1553 6.8444 
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Loss          Equal 

Variances 

assumed 

Equal variances not 

assumed 

  2.954 18.000 .008 4.00000 1.35401 1.1553 6.8444 

 

 
Fig. 1.The Dlib library provides a facial landmark detection feature that shows the location of 68 landmarks on 

the face. The SVM method divides these 68 elements into distinct sections such as left eye, proper eye, left 

eyebrow, proper eyebrow, mouth, nose, and jaw. 

 

 
Fig. 2.AUs are the movements of character muscle tissue or a set of muscle tissue at the object, that is used by 

object movement coding structures that shows facial expressions of HMM. 
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Fig. 3. In terms of mean precision, the SVM and HMM algorithms are compared. The mean precision (94.8%) is 

higher than the HMM (90 percent ). SVM has a somewhat lower standard deviation than HMM. SVM vs HMM 

on the X axis. Axis Y: Mean detection ± 1 SD. 

 

 

 

 

 

 

 

 


