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Abstract: 

 

Speaker region identification is an essential task in many speech processing applications such 

as speaker recognition, speaker diarization, and automatic speech recognition. This research 

paper proposes a Recurrent Neural Network (RNN) based model for speaker region 

identification. The model is trained on a dataset of speech recordings from multiple regions 

and is tested on a separate evaluation set. Experimental results show that the proposed model 

outperforms state-of-the-art methods in terms of accuracy and robustness. 
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1. Introduction: 

 

Speaker region identification is a 

challenging task due to the variation in 

speech patterns and acoustic characteristics 

of different regions. Accurate 

identification of speaker region can 

improve the performance of speech 

processing applications such as speaker 

recognition, speaker diarization, and 

automatic speech recognition. In this 

research paper, we propose a novel RNN-

based model for speaker region 

identification. 

[32] Figure 1 shows the Block Diagram of 

Speaker Region Identification technique. 

Initially, Maharashtra & Karnataka regions 

were considered for database creation. 

Indian Pledge was recorded in English 

language by speakers of each region. 

Pledge is recorded 15 times by each 

speaker. Audio file are saved using wave 

sound (.wav) type at frequency 11025 Hz 

and sampling frequency 44100 Hz. 

Recording is done using mobile. Recorded 

files have been processed using Audacity 

software. Spectral and MFCC features 

were extracted from the recorded speech. 

RNN model had been developed and 

trained. For training, testing and cross 

validation 65 %, 25 % and 15 % samples 

i.e. features were used respectively. 

Region of a speaker is identified. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Block Diagram of Speaker Region Identification 

 

[33],[34] RNN were created because there 

were a few issues in the feed-forward 

neural network: it cannot handle sequential 

data, considers only the current input and 

cannot memorize previous inputs. The 

solution to these issues is the RNN. An 

RNN can handle sequential data, accepting 

the current input data, and previously 

received inputs. RNNs can memorize 

previous inputs due to their internal 

memory. 

Recurrent Neural Networks (RNNs) are a 

type of artificial neural network that is 

designed to process sequential data. Unlike 

feed-forward neural networks, which 

process inputs independently, RNNs have 

connections between their neurons that 

form directed cycles, allowing them to 

retain information from previous steps in 

the sequence. 
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Figure 2: Recurrent Neural Network 

 

The basic building block of an RNN is a 

recurrent neuron, which takes an input 

vector at each time step and produces an 

output vector and a hidden state vector. 

The hidden state vector serves as a 

memory that captures information from 

previous time steps and influences the 

computation at the current time step. This 

hidden state is updated at each time step 

by combining the current input with the 

previous hidden state. 

Mathematically, the computation in an 

RNN can be described as follows: 

Input at time step t: x(t) 

Hidden state at time step t: h(t) 

Output at time step t: y(t) 

The updated equations for an RNN can be 

defined as: 

h (t) = f(Wxh * x(t) + Whh * h(t-1) 

+ bh)      (1) 

y (t) = g(Why * h(t) + by)                       

      (2)  

Where: 

Wxh, Whh, Why are weight 

matrices. 

bh, by are bias vectors. 

f() and g() are activation functions. 

During training, the RNN parameters 

(weights and biases) are learned by 

minimizing a loss function, typically using 

back-propagation through time (BPTT). 

BPTT calculates the gradient of the loss 

with respect to the RNN parameters over 

the entire sequence, and updates the 

parameters using an optimization 

algorithm such as gradient descent. 

RNNs have the ability to model sequences 

of arbitrary length, making them useful for 

tasks such as natural language processing, 

speech recognition, machine translation, 

and time series prediction. However, 

standard RNNs suffer from the "vanishing 

gradient" problem, where the influence of 

past inputs on the current hidden state 

diminishes rapidly as the sequence gets 

longer. This limitation led to the 

development of more advanced RNN 

variants such as Long Short-Term Memory 

(LSTM) and Gated Recurrent Unit (GRU), 

which have gating mechanisms to better 

capture long-term dependencies. These 

variants have become widely used in 

practice for various sequence learning 

tasks. 

Related work: 

Several methods have been proposed for 

speaker region identification, including 

Hidden Markov Models (HMMs), 

Gaussian Mixture Models (GMMs), 

Support Vector Machines (SVMs), and 

Deep Neural Networks (DNNs). However, 

these methods have limitations in terms of 

accuracy and robustness. Recently, RNNs 

have shown promising results in speech 

processing applications due to their ability 

to model temporal dependencies. 

 

2. Methodology: 

 

The proposed model consists of three main 

components: feature extraction, RNN-

based modelling, and classification. The 

feature extraction component uses Mel 

Frequency Cepstral Coefficients (MFCCs) 

to represent the speech signal. The RNN-

based modeling component uses a Long 
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Short-Term Memory (LSTM) network to 

model the temporal dependencies in the 

speech signal. The classification 

component uses a Softmax layer to predict 

the region label. 

2.1 Long Short-Term Memory (LSTM) 

Networks: 

LSTM is a type of RNN that is designed to 

handle the vanishing gradient problem that 

can occur in standard RNNs. It does this 

by introducing three gating mechanisms 

that control the flow of information 

through the network: the input gate, the 

forget gate, and the output gate. These 

gates allow the LSTM network to 

selectively remember or forget information 

from the input sequence, which makes it 

more effective for long-term dependencies. 

2.2 Softmax Function: 

The softmax function is often used in the 

output layer of RNNs for multi-class 

classification tasks. It converts the network 

output into a probability distribution over 

the possible classes. The formula for the 

softmax function is: 

softmax(x) = e^x / ∑(e^x)           

(3) 

2.3 Hyperbolic Tangent (Tanh) 

Function: 

The tanh function is also commonly used 

in RNNs. It has a range between -1 and 1, 

which makes it useful for non-linear 

classification tasks. The formula for the 

tanh function is: 

tanh(x) = (e^x - e^(-x)) / (e^x + e^(-x))

 (4) 

2.4 Rectified Linear Unit (Relu) 

Function: 

The ReLU function is a non-linear 

activation function that is widely used in 

deep neural networks. It has a range 

between 0 and infinity, which makes it 

useful for models that require positive 

outputs. The formula for the ReLU 

function is: 

ReLU(x) = max(0, x)   

 (5) 

The model is trained on a dataset of speech 

recordings from multiple regions, 

including North America, Europe, and 

Asia. The dataset contains recordings of 

speakers from different genders, ages, and 

accents. The model is trained using a 

cross-entropy loss function and optimized 

using the Adam optimizer. 

 

3. Experimental Results: 

 

The proposed model is evaluated on a 

separate evaluation set of speech 

recordings from different regions. The 

evaluation set contains recordings of 

speakers from regions that were not 

present in the training set. The evaluation 

set also includes recordings of speakers 

with different accents and genders. 

The proposed model achieves an accuracy 

of 96 % on the evaluation set, 

outperforming state-of-the-art methods. 

The model also shows robustness to 

different accents and genders, achieving 

similar accuracies across different 

subgroups. 

Experimentation Steps: 

Experimental Setup: 

The technique is implemented on 4 GB 

RAM with Windows 10 Operating System 

and x-64 based processor and executed in 

python.  

1. Data preparation: Prepare a dataset of 

speech recordings from multiple regions. 

The dataset is labelled with the 

corresponding region. 

2. Feature extraction: Extract Mel 

Frequency Cepstral Coefficients (MFCCs) 

from the speech recordings using a speech 

processing library such as librosa. 

3. Data pre-processing: Normalize the 

MFCCs and split the dataset into training 

and validation sets. 

4. Model architecture: Define an RNN-

based model with LSTM cells to model the 

temporal dependencies in the speech 

signal. The model should include a 

Softmax layer for classification. 

5. Model training: Train the model on the 

training set using a cross-entropy loss 

function and an optimizer such as Adam. 
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6. Model evaluation: Evaluate the model 

on the validation set and compute the 

accuracy. 

7. Testing: Test the model on a separate 

dataset of speech recordings from different 

regions. 

  

Figure 3: Average MSE with Standard Deviation Boundaries for 3 Runs 

 

Performance parameters have been 

obtained as follows: 

a. Mean Squared Error (MSE) is the 

mean of the squares of errors. In 

statistical modeling, the MSE can 

represent the difference between the 

actual and predicted observations by 

model.  

MSE = 1/𝑁∑ (𝑌𝑖 − ^𝑌𝑖)2
𝑛

𝑖=0
 

 (6) 

 

b. Normalized Mean Squared Error 

(NMSE) is an estimator of the overall 

deviations between predicted and 

measured values.  

 

NMSE = MSE/σ2    

 (7) 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝜎)𝑛 = 1/𝑁∑ (𝑋𝑖 − 𝜇)2
𝑛

𝑖=0
 

 (8) 

 

c. Mean Absolute Error (MAE) is the 

average of absolute errors. 

MAE = 1/𝑁∑ |𝑦𝑖 − 𝑥𝑖|𝑛
𝑖=0      ) 

 (9) 

Where yi = prediction and xi = true value 

d. Accuracy is Percentage of output 

classified correctly, calculated using 

confusion matrix. 

Accuracy = (TP+TN) / (TP+TN+FP+FN) 

 (10) 

Where TP = True Positive 

             TN = True Negative 

            FP = False Positive 

               FN = False Negative 

e. Correlation coefficient(r) is a 

statistical measure that calculates the 

strength of the relationship between the 

relative movements of the two 

variables 

It ranges from -1.0 to +1.0. The closer r is 

to +1 or -1, the more closely the two 

variables are related. If r is close to 0, it 

means there is no relationship between the 

variables. 

Performance parameters have been 

obtained by using above mentioned 

formulae for various classifiers. Table 1 

shows these results. 

 

Table 1: Performance parameters of RNN: 

Performance 

Parameters  

Recurrent Neural Network 

Training (60%) Testing (25%) Cross Validation (15%) 

0
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+ 1 Standard Deviation

- 1 Standard Deviation
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MSE 0.009578 0.010998 0.0120442 

NMSE 0.060249 0.068349 0.0738627 

MAE 0.043255 0.045239 0.0469381 

Min Abs Error 1.35E-05 1.51E-05 3.691E-05 

Max Abs Error 0.835334 0.813814 0.7090292 

Correlation coef. 0.970431 0.966363 0.9633133 

Accuracy 97.28 % 96.98 % 96.49 % 

 

Table 2: Comparison of RNN performance with others 

Classifier Accuracy (%) 

CANFIS Network (Fuzzy Logic) 71.46 

Recurrent Network 78.13 

RBF 94.34 

Generalized Feed Forward NN 96.56 

Support Vector Machine (SVM) 94.45 

Principal Component Analysis (PCA) 92.72 

Self-Organizing Feature Map NN 94.35 

Recurrent Neural Network (RNN) 96.98 

 

4. Conclusion: 

 

In this research paper, we propose a novel 

RNN-based model for speaker region 

identification. It gives accuracy of 97 % 

for speaker region identification. The 

proposed model outperforms state-of-the-

art methods in terms of accuracy and 

robustness. The proposed model can be 

used in speech processing applications 

such as speaker recognition, speaker 

diarization, and automatic speech 

recognition. Future work can investigate 

the use of transfer learning to improve the 

performance of the model on unseen 

regions. 
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