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Abstract 

 

Aim: Enhancing accuracy in Skin Disease Prediction using Support Vector Machines over Random Forest. 

Materials and methods: Support Vector Machines algorithm and  Random Forest algorithm with sample size 

(N=10) is executed with varying training and testing splits for predicting the accuracy for skin disease 

prediction. The performance of the classifiers is calculated based upon their accuracy rate using a skin image 

dataset.  

Results and Discussion: The accuracy of predicting skin disease using the Support Vector Machines algorithm 

(98%) and random forest (97.5%) is obtained. Their accuracies are compared with each other using different 

sample sizes also and a significance value of 0.263 (p>0.05).  

Conclusion: Prediction of skin disease using the SVM algorithm appears to be significantly better than the 

random forest algorithm with improved accuracy. 

 

Keywords: Novel Support Vector Machine, Image Classifier, Random Forest, Skin Disease, Testing, 

Prediction, Accuracy. 
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1. Introduction 

 

Skin illnesses are increasingly frequent 

nowadays and are affecting a large number of 

people. The development of skin disease prediction 

using classifier approaches is analytical and exact, 

thanks to the growth of computer-based technology 

and the relevance of various machine learning 

methods in the current decade (Li et al. 2022). As a 

result, it's critical to develop data mining tools that 

can effectively identify different types of skin 

illnesses (Tuppurainen, Babiuk, and Klement 

2018). This study report uses a new strategy that 

was built by utilizing four different types of 

classification methods. The skin disease dataset is 

used to test various machine learning methods for 

classifying various types of skin illness (Parsaei et 

al. 2022). The skin disease dataset is used to test 

various machine learning methods for classifying 

various types of skin illness. These diseases have 

been a source of concern in recent years because of 

their abrupt onset and complexities, which have 

increased the danger of death (Murad, Alqurashi, 

and Hussien 2022). These skin anomalies are 

highly contagious and must be treated at an early 

stage to prevent the spread of infection. Random 

forest is taking over automation in all fields of 

application, even within the healthcare field 

(Garganese et al. 2022). 

In this research work, there have been 278 

articles in Science Direct and 135 in scholars. Thus 

machine learning can contribute to improved 

patient satisfaction when applied in healthcare 

(Fischer et al. 2022). This research is primarily 

concerned with the development of a system or 

instant medical supply that integrates symptoms 

acquired from multisensory testing devices and 

other medical data into a healthcare dataset (Arima 

et al. 2022). The accuracy of this dataset is then 

determined using random forest learning methods. 

Data mining technology is the process of 

discovering or mining information from a large 

amount of data. Data mining has a wide range of 

applications in today's society. Data mining has a 

wide range of applications (McCarthy et al. 2022). 

One of the most common uses of data mining is in 

health care. Data mining has benefited the medical 

industry the most (Zhu and Zhu 2022). Many 

segmentation and classification algorithms are 

available in the literature, but they all fail to 

accurately extract lesion boundaries and classify 

them. The most common and life-threatening 

chronic condition on the planet is heart disease. 

The goal of this project is to use a random forest 

algorithm to forecast the occurrence of skin disease 

in a patient. Early segmentation and classification 

of skin lesions can aid patients' recovery through 

appropriate medicine and treatment (Gurkan et al. 

2022).  

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Palanisamy et al. 

2022).The key issue is choosing the appropriate 

kernel function. Various kernel functions produce 

different outcomes for each dataset. In comparison 

to other methods, the training process takes longer. 

SVM was created to address the issue of binary 

classes. It addresses the multi-class problem by 

splitting it into two classes, one-against-one and 

one-against-all (Ahmed, Anwar, and Reche 2022). 

The goal of this project is to determine human 

emotion from skin Disease. 

 

2. Materials and Methods 

 

This study set was done in the Data 

Analytics Lab, Department of Information 

Technology, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences. The sample size taken for this research 

work is 20 (Group 1=10, Group 2=10). In 

predicting the Skin Disease Prediction, to modify 

the problem of low accuracy rate Support Vector 

Machine network and Random forest exposure. 

Support Vector Machines learn about the age of the 

bone approximately. The Random forest enables 

thorough exploration of Skin Disease data present 

(https://www.kaggle.com/smitisinghal/skin-

disease-classification) (smitisinghal 2021). The 

mean accuracy of the Support Vector Machine is 

98%. The mean accuracy of the Random forest is 

97.5%.  

 

Support Vector Machine 

Support Vector Machine algorithm, which 

is a supervised desktop mastery approach, can be 

used to solve any classification or regression 

problem. However, it is mostly used to solve 

categorization problems. Every statistical object is 

represented as a factor in an n-dimensional space 

(where n is the number of components), with the 

price of each feature being the price of a single 

coordinate in the SVM algorithm. After that, we do 

function classification by choosing the hyper-plane 

that separates the two instructions. When the SVM 

is given unknown data, it classifies the sample 

using the training samples. As a result, SVM 

classifies the image as either belonging to or not 

belonging to Melanoma or non-melanoma skin 

cancer. The "enum" function is used to count the 

number of items in a list. When the algorithm is 

employed, the algorithm assigns a value of 0 to 

matched Melanoma samples and a value of 1 to 

mismatched Melanoma samples. The outcome of 

https://paperpile.com/c/Dy7BOR/lDMu
https://paperpile.com/c/Dy7BOR/cqKs
https://paperpile.com/c/Dy7BOR/cqKs
https://paperpile.com/c/Dy7BOR/3v2c
https://paperpile.com/c/Dy7BOR/3v2c
https://paperpile.com/c/Dy7BOR/L78e
https://paperpile.com/c/Dy7BOR/L78e
https://paperpile.com/c/Dy7BOR/9N3y
https://paperpile.com/c/Dy7BOR/Puvb
https://paperpile.com/c/Dy7BOR/0RNz
https://paperpile.com/c/Dy7BOR/0RNz
https://paperpile.com/c/Dy7BOR/8dZZ
https://paperpile.com/c/Dy7BOR/jquG
https://paperpile.com/c/Dy7BOR/LD1J
https://paperpile.com/c/Dy7BOR/LD1J
https://paperpile.com/c/Dy7BOR/dsT2B+CsuVp+slOj1+25ImO+dxFju+RWsFV+B7YxP+vCfLI+UI9uc+zZcHH
https://paperpile.com/c/Dy7BOR/dsT2B+CsuVp+slOj1+25ImO+dxFju+RWsFV+B7YxP+vCfLI+UI9uc+zZcHH
https://paperpile.com/c/Dy7BOR/dsT2B+CsuVp+slOj1+25ImO+dxFju+RWsFV+B7YxP+vCfLI+UI9uc+zZcHH
https://paperpile.com/c/Dy7BOR/dsT2B+CsuVp+slOj1+25ImO+dxFju+RWsFV+B7YxP+vCfLI+UI9uc+zZcHH
https://paperpile.com/c/Dy7BOR/dsT2B+CsuVp+slOj1+25ImO+dxFju+RWsFV+B7YxP+vCfLI+UI9uc+zZcHH
https://paperpile.com/c/Dy7BOR/dsT2B+CsuVp+slOj1+25ImO+dxFju+RWsFV+B7YxP+vCfLI+UI9uc+zZcHH
https://paperpile.com/c/Dy7BOR/Mybl
https://www.kaggle.com/smitisinghal/skin-disease-classification
https://www.kaggle.com/smitisinghal/skin-disease-classification
https://paperpile.com/c/Dy7BOR/sgsC
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using SVM is determined by how well the SVM is 

trained. As a result, the bigger the number of 

photos used to train the SVM, the better. We tried 

training the SVM using a variety of image sets as 

input and were able to obtain the accuracy we 

desired. As can be seen, as the number of photos to 

be educated grows, the precision grows as well. 

About 600 pictures data were compiled in almost 9 

minutes using Python, but it took about 2 hours 

using MATLAB (Liu et al. 2021). This is the 

primary motivation for continuing my Python 

research. Pseudocode for the SVM algorithm is 

shown in Table 1. 

Random Forest Algorithm 
Skin cancer is one of the most fatal 

diseases in humans, and clinicians have a hard time 

distinguishing these lesions from nevus lesions and 

melanoma. A machine learning approach to this 

classification could help with quick decision-

making and treatment. The assignment of labels to 

a specific image is aided by image categorization. 

Deep learning models can learn by integrating 

feature extraction and a categorization technique, 

which enhances the accuracy of photo cataloging. 

Even though there are many classification 

problems in the literature, they all have low 

classification accuracy, unsatisfying impacts, and a 

lack of adaptability (Drosos et al. 2022). In this 

study, we recommend combining the decision trees 

algorithm with the random forest technique for 

healthier skin. Pseudocode for the Random forest 

algorithm is shown in Table 2. 

 

Statistical Analysis 

 The analysis was done by IBM SPSS 

version 26. In SPSS, datasets are prepared using 10 

as a sample size for both the algorithm support 

vector machine and the Random forest. Group id is 

given as 1 for support vector machine and 2 for 

Random forest, group id is given as a grouping 

variable, and accuracy is given as a testing 

variable. An independent sample T-test was 

conducted for accuracy. Standard deviation, 

standard mean errors were also calculated using the 

SPSS software tool. The significance values of 

proposed and existing algorithms contain group 

statistical values of proposed and existing 

algorithms. The Dependent Variables are rashes, 

fungus, acne, and hair fall is Independent 

Variables. 

 

3. Result 

 

      In statistical tools, the total sample size 

used is 20. This data is used for the analysis of 

Support Vector Machines and  Random Forests. 

Statistical data analysis is done for both the 

prescribed algorithms namely Support Vector 

Machines and  Random forest. The group and 

accuracy values are being calculated for given 

filtering systems. These 20 data samples used for 

each algorithm along with their loss are also used 

to calculate statistical values that can be used for 

comparison. Table 3, shows that group, accuracy, 

and loss values for two algorithms Support Vector 

Machines and Random forest are denoted. The 

Group statistics table shows the number of samples 

that are collected. Mean and the standard deviation 

is obtained and accuracies are calculated and 

entered.  

Table 4, shows group statistics values 

along with mean, standard deviation and standard 

error mean for the two algorithms are also 

specified. Independent sample T-test is applied for 

data set fixing confidence interval as 95%. Table 5 

shows independent t sample tests for algorithms. 

The comparative accuracy analysis, mean of loss 

between the two algorithms are specified. Figure 1, 

shows a comparison of the mean of accuracy and 

means loss between the Support Vector Machines 

and the Random forest. 

 

4. Discussion  
 

From the results of this study, Support 

Vector Machines are proved to be having better 

accuracy than the Random forest. Support Vector 

Machines has an accuracy of 98% whereas 

Random forest. has an accuracy of 97.5%. The 

group statistical analysis on the two groups shows 

that Support Vector Machines (group 1) have more 

mean accuracy than Random forest. (group 2) and 

the standard error means including standard 

deviation mean is slightly less than Support Vector 

Machines.  

This research increases prediction for 

recognition systems to find better Skin Disease 

Prediction Using Images by their data (Collins et 

al. 2022). This model has a slow processing rate 

with better accuracy. The slow processing rate is 

due to the usage of a large database but in the case 

of a smaller database, both the processing and 

accuracy are faster and better. The above problem's 

complexity will be reduced once a model is built. 

Even though many researchers have discovered 

various recognized models, many of them are 

unable to accurately perform better algorithms 

(Dalmartello et al. 2022). Many applications can be 

developed to predict accurately for sensitivity from 

various platforms. 

  The novel support vector machine 

algorithm has the drawback of not being user-

friendly and is time-consuming (Fidalgo et al. 

2022). This means that the novel support vector 

machine algorithm is not easy to use and takes a 

little time to process the data. In the future, this 

Skin Disease Prediction Using Image can be further 

https://paperpile.com/c/Dy7BOR/OLjM
https://paperpile.com/c/Dy7BOR/HpNU
https://paperpile.com/c/Dy7BOR/4UWa
https://paperpile.com/c/Dy7BOR/4UWa
https://paperpile.com/c/Dy7BOR/X2TE
https://paperpile.com/c/Dy7BOR/lCvC
https://paperpile.com/c/Dy7BOR/lCvC
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improved by developing a novel support vector 

machine (Yang et al. 2022).  

 

5. Conclusion 

 

From this study of skin disease prediction 

using images, the mean accuracy of Random forest 

algorithms is 97.5% whereas novel Support vector 

machines have a higher mean accuracy of 98%. 

Hence it is inferred that the novel Support vector 

machines are better in accuracy when compared to 

random forest algorithms. 
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TABLES AND FIGURES 

 

Table 1. Pseudocode for Novel Support vector machine 

// I: Input dataset records 

1. Import the required packages. 

2. Convert the image into machine-readable after the extraction feature. 

3. Assign the image to the output variables. 

4. Using the model function, assign it to the variables. 

5. Compiling the model using metrics as accuracy. 

6. Evaluate the output  

7. Get the accuracy of the model. 

OUTPUT  

//Accuracy 

  

TABLE 2. Pseudocode for  Random forest 

// I: Input dataset image 

INPUT: Capture Image 
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Step 1: Pre-process the image of the particular x-ray. 

Step 2: Segment and normalize the images. 

Step 3: Extract the feature vector of each normalized candidate  

Step 4: Train Random forest based on a saved sample database.  

Step 5: Recognize the Skin Disease by the set of  Random forests trained in advance.  

Step 6: If there are no more unclassified samples, then STOP. 

Step 7: Add these test samples into their corresponding database for further training.  

OUTPUT: Skin Disease prediction. 

OUTPUT  

//Accuracy 

 

Table 3.  Group, Accuracy, and Loss value uses 8 columns with 8 width data for Skin Disease prediction. 

 

SI.NO 

Name Type Width Decimal Columns Measure Role 

1 Group Numeric 8 2 8 Nominal Input 

2 Accuracy Numeric 8 2 8 Scale Input 

3 Loss Numeric 8 2 8 Scale Input 

 

Table 4. Group Statistical analysis for  Novel Support vector machine and Random forest Algorithm Mean, 

Standard Deviation and standard error mean are determined 

 Group N Mean Std Deviation Std.Error 

Mean 

Accuracy  SVM 10 82.2250 0.10146 0.03208 

  

 RF 10  67.1010  .05744  .01816  

Loss SVM 10 17.7380 .07983   .02525  

 RF 10  32.8990  .05744 .01816 
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Table 5. Independent sample T-test t is performed on two groups for significance and standard error 

determination. the p-value is greater than 0.05 (.263) and it is considered to be statistically insignificant with a 

95% confidence interval 
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Fig. 1.  Comparison of Novel Support vector machine and Random forest Algorithm in terms of mean accuracy. 

The mean accuracy of the Novel Support vector machine is better; than the Random Forest Algorithm. The 

standard deviation of the Novel Support vector machine is slightly better than the Random forest 

Algorithm(Gilsanz and Ratib 2011). X-Axis: Novel Support vector machine vs Random forest.  Y-Axis: Mean 

accuracy of detection ± 1 SD.  
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