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Abstract  

Mobile phones are one of the widely used communication platforms. It is also a much-

preferred device to carry out various diverse activities in different sectors such as gaming, 

education, finance, the stock market, etc. Android operating system is one the most popularly 

used mobile operating system which requires mobile applications to perform any activity. 

Due to its open-source nature and large consumer market share, many illegitimate operations 

are targeted specifically through malware mobile applications. The objective of this paper is 

to obtain resilient features from Android APK files, to analyze the effectiveness of various 

machine learning classifiers, to perform hyperparameter tuning to find the appropriate 

parameters of the classifiers that improve the evaluation metrics, and to handle the imbalance 

issue in the dataset using various imbalance approaches. 

Index Terms: android malware detection, class imbalance, dynamic features, machine 

learning classifiers. 

1. Introduction 

Android operating system, owned by Google, is one of the widely used and preferred 

operating systems among mobile phone users. Due to its ease of use and open-source nature, 

Android is also used in various devices ranging from TVs to smart appliances. Android 

dominates the worldwide market share with 71% usage which makes it on the much-

preferred list of operating systems [1].  

Many users prefer mobile phones rather than laptops and desktops to proceed with their day-

to-day activities such as gaming, banking, stock trading, attending lectures, bill payments, 

etc. From 2010 till 2023, every year there is at least a 25% increase in mobile phone usage 

among consumers [2]. 

Android attracts the largest consumers due to its user-friendly characteristics. It has also 

become an attraction to many attackers to outbreak the open-source platform of Android. The 

first Android malware named DroidSMS was released in 2010 and caused havoc by 

subscribing users to premium SMS without authorization [3]. Since then, the rise of malware 

on mobile phones see a steady rise that causes disruption to day-to-day activities and 
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compromises the privacy of mobile phone users. In the first quarter of the year 2023, we have 

already identified around 11 lakhs of new malware [4], [5]. 

Many security solutions were developed and introduced in the market by official partner 

Google and by third parties such as Bitdefender, Norton, Avast, Kaspersky, etc [6]. Google 

provides security solutions like Play Protect and Bouncer which routinely scans the mobile 

applications available in the official market for the presence of any malicious applications. 

Malware authors have bypassed such security mechanisms with various stealthy techniques 

[7], [8]. Malware authors take advantage of third-party play store that lacks such security 

solutions and uploads their malicious applications. They attract mobile phone users to 

download the mobile application from untrusted stores and infect the mobile device. Third 

parties provide a wide range of security solutions such as antivirus, antispyware, honeypot, 

etc. But these solutions operate and scan based on a traditional signature-based mechanism 

which could be easily bypassed by current stealthy malware. 

Thus, the need for android malware detection based on a behavioristic approach is much in 

need to capture stealthy malware. This paper presents the process of obtaining the dynamic 

malware characteristics from mobile applications and demonstrates how it can be used to 

train a machine learning classifier to identify malicious android malware applications. It also 

highlights the importance of analyzing the characteristic of class imbalance in the dataset and 

how it can improve the accuracy of the machine learning classifier when handled correctly. 

The research idea proposed in the paper also identifies the mobile applications based on five 

families, adware, ransomware, smsware, scareware, and benign. 

The paper is further divided into the following sections. Section II Study of Existing 

Approach Section III Proposed Research Methodology Section IV Experiments and Results. 

2. Study of Existing Approach 

Recent malware bypasses traditional security solutions through advanced approaches like 

dynamic loading and obfuscation techniques. The traditional security solutions that operate 

on signature-based techniques fail to identify such dynamically changing malware behavior 

[9].  

The study presented in [10] performed android malware detection using Support Vector 

Machine (SVM) classifier using dynamic features and applying a dimensionality reduction 

approach to ease the complexity of large dimensions in the dataset. The study reported 89% 

accuracy in android malware detection. 

The authors in [11] presented a static analysis-based android malware detection using 

Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) classifiers for Android 

malware detection and attained 83% accuracy. 

In [12], the authors collected binder calls as dynamic features and applied various machine 

learning classifiers, and reported an accuracy of 86.36%. 

The research study in [13] collected permissions and API calls and trained Support Vector 

Machine (SVM), Random Forest (RF), Decision Tree (DT), and Naïve Bayes (NB) and 

developed a binary classification of Android malware detection. 
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The authors in [14] presented an Android malware classification approach with the help of 

static and dynamic features. The study reported on the comparative analysis of machine 

learning classifiers and neural networks. 

In  [15], the authors collected operating system-based features such as memory dump, and 

CPU usage and developed a binary classification of Android malware. 

The study in [16] presented a binary classification of Android malware detection using API 

calls and system call traces using tree-based machine learning classifiers such as Decision 

Tree, Random Forest, etc. 

The authors in [17] presented a comparative study on the performance of Android malware 

detection on real mobile devices and emulators. Around 24% of applications were correctly 

identified on mobile phones. The detection approach is binary classification. 

The study in [18] stated that Android malware detection is based on static and dynamic 

features and trained various machine learning classifiers. 

The research gap found based on the existing study was that all the detection approaches use 

only a specific machine learning classifier, and an elaborative experimental study on various 

machine learning classifiers was missing. Most of the research concentrated on binary 

classification rather than familial classification. The study of the imbalance dataset was 

missing which plays a major role in improving the accuracy of the detection and 

classification model. The dataset used is either obsolete or easily available which is a major 

drawback as most of the detection mechanisms are developed based on these data and recent 

malware is rewritten that bypass such security mechanisms. 

The proposed methodology in our research paper meets the above shortcomings and develops 

a resilient solution for Android malware detection and familial classification.   

3. Research Methodology  

The research methodology presented in this paper is categorized into four phases. The first 

phase specifies the collection of a dataset and categorizing it into five families such as 

adware, ransomware, smsware, scareware, and benign, the second stage specifies the 

procedure for extracting the dynamic features from the dataset collected in the first phase, the 

third phase includes the process of training, testing and analyzing the results of various 

machine learning classifiers and the final fourth phase includes the process of tuning the 

hyperparameters to improve the accuracy of machine learning classifiers. Fig 3.1 presents the 

proposed research methodology. 

A. Collection of Dataset 

Android APKs were collected from various third-party sources such as Contagio Mobile [19], 

Koodous [20], and APKpure [21], for malware samples and from the Google Play store [22] 

for benign samples. The APKs were recent and alive since 2018 which played a major role in 

obtaining the recent stealthy malware behavior from Android APK files. The APKs were 

scanned using Virustotal which is one of the popular and widely used online scanners among 

security researchers that scanned APKs and provided the report of around 70 antivirus 

scanner services. Research conducted in [23] stated that the results provided by Virustotal 

were trustworthy and much accurate. Based on the report provided by Virustotal, the APKs 
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were categorized into five classes such as adware, ransomware, smsware, scareware, and 

benign 

B. Extraction of Dynamic Features 

The dataset contained 525 APK samples of which adware comprised 95 samples, 

ransomware 93 samples, smsware 108 samples, scareware 111 samples, and benign 118 

samples. The dynamic features such as system calls and binder calls were extracted using the 

Mobile Security Framework (MobSF) tool [24]. This tool performed the dynamic analysis of 

the APK with an emulator and generated instances which captured the syscall and binder call. 

Totally 470 features of syscalls and binder calls were extracted. The frequency of each 

system calls and binder call was calculated and recorded in a CSV file for further analysis. 

C. Training and Testing Machine Learning Classifiers 

The extracted frequency of syscalls and binder calls were used to train and test the android 

malware detection and familial classification using machine learning models such as Logistic 

Regression, Decision Tree, XGBoost, K - Nearest Neighbor, Naïve Bayes, Support Vector 

Machine, and  Random Forest. 

D. Tuning hyperparameters to improve the accuracy 

The results were recorded for each of the machine learning models tried and analyzed. 

Random Forest and XGBoost were able to provide better results compared to other machine 

learning models. The Random Forest and XGBoost further experimented with different 

hyperparameters. The effect of class imbalance on the dataset was studied and analyzed using 

SMOTE, ADASYN, and Balanced Cost approaches. 

4. Experiments and Results 

Experiments were conducted in the Google Colab environment using various python 

libraries. Scikit-Learn, Tensorflow, and Torch were used for the implementation of the 

machine learning classifier, and Matplotlib and Seaborn were used for visualization.  

Classifiers like Logistic Regression, Decision Tree, XGBoost, K - Nearest Neighbor, Naïve 

Bayes, Support Vector Machine, and  Random Forest were experimented with. Results were 

analyzed using evaluation metrics such as accuracy, precision, recall, and f1-score. 

A brief description of the evaluation metrics is given below. TP (True Positive) represents a 

malware APK correctly classified as malware, TN (True Negative) represents a benign APK 

correctly classified as benign APK, FP (False Positive) represents a benign APK incorrectly 

classified as malware APK, and FN (False Negative) represents malware APK incorrectly 

classified as benign APK. 

Accuracy presents the ratio of the total number of correctly classified APKs. 

         
     

           
  

Precision presents the ratio of actual malware APKs correctly classified to the total number of 

APKs classified as malware. This metric is important as it predicts the quality of positive 

predictions made by the model.  
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Recall presents the ratio of malware APKs that are correctly classified to the total number of 

malware APKs that are classified correctly classified as malware or incorrectly as benign. 

This metric is crucial to understand how accurately our model can recognize relevant data. 

       
  

     
 

F1-score represents the harmonic mean of precision and recall. This metric helps the 

researcher to keep a good balance between precision and recall for evaluating the models 

trained using an imbalanced dataset. 

         
                  

                  
 

From Table 4.1, it is clear that the performance of the XGBoost and Random Forest 

classifiers was similar and performed better compared to other machine learning classifiers. 

To understand the performance clearly, the AUC-ROC curve for Decision Tree, XGBoost, 

and Random Forest are plotted in Fig 4.1. ROC (Receiver Operating Characteristic) curve 

plots the True Positive Rate against the False Positive Rate, whereas AUC represents the area 

under this curve. A high AUC score represents that the model accurately distinguishes 

between malware classes and benign. 

The dataset consisted of 525 APK samples of which adware comprised 95 samples, 

ransomware 93 samples, smsware 108 samples, scareware 111 samples, and benign 118 

samples. The class imbalance in the dataset could affect the performance of the model as the 

class that consists of a large number of samples could decrease the classification of classes 

that had fewer samples. Thus, it is important to handle the class imbalance problems in the 

dataset. 

In this paper, three approaches to handling class imbalance Synthetic Minority Oversampling 

Technique (SMOTE), Adaptive Synthetic sampling (ADASYN), and balanced cost were 

experimented with and analyzed. SMOTE and ADASYN generate new instances for the 

minority classes to overcome the imbalance problem. The balanced cost approach provides 

balanced weights to each class so that the imbalance problem is reduced to a fair extent. 

These three approaches were studied for the top two highest-performing machine learning 

classifiers, XGBoost, and Random Forest. Table 4.2 represents the evaluation metrics for 

XGBoost and Random Forest using SMOTE, ADASYN, and Balanced Cost approaches. 

From Table 4.2, it could be noticed that the balanced cost approach did not help out XGBoost 

as the cost applied to the entire tree in one shot which vanishes the cost of classes that had 

fewer samples [25]. SMOTE approach is sequential in manner and improves the accuracy 

based on the performance of the previous tree generated had performed better in XGBoost 

[26].  ADASYN had given average performance on both Random Forest and XGBoost. The 

AUC-ROC curve for XGBoost using SMOTE and Balanced Cost is presented in Fig 4.3. 
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Table 4.1 Evaluation Metrics for Machine Learning Classifiers 

Classifier APK Category Precision Recall F1 - Score Accuracy 

Naïve Bayes 

adware 0.29 0.47 0.36 

0.56 

ransomware 0.88 0.39 0.54 

smsware 0.48 0.96 0.64 

scareware 0.79 0.39 0.52 

benign 0.92 0.57 0.71 

K- Nearest Neighbor 

adware 0.33 0.47 0.39 

0.65 

ransomware 0.65 0.72 0.68 

smsware 0.70 0.83 0.76 

scareware 0.94 0.54 0.68 

benign 0.67 0.67 0.67 

Support Vector Machine 

adware 53 60 56 

0.69 

ransomware 67 89 76 

smsware 84 91 87 

scareware 71 61 65 

benign 60 43 50 

Logistic Regression 

adware 0.67 0.53 0.59 

0.70 

ransomware 0.67 0.78 0.72 

smsware 0.69 0.96 0.80 

scareware 0.77 0.61 0.68 

benign 0.72 0.62 0.67 

Decision Tree 

adware 0.62 0.67 0.65 

0.78 

ransomware 0.93 0.72 0.81 

smsware 0.85 0.96 0.90 

scareware 0.71 0.71 0.71 

benign 0.81 0.81 0.81 

XGBoost 

adware 0.67 0.80 0.73 

0.88 

ransomware 1.00 0.89 0.94 

smsware 0.88 1.00 0.94 

scareware 0.88 0.75 0.81 

benign 0.95 0.95 0.95 

Random Forest 

adware 0.69 0.73 0.71 

0.88 

ransomware 0.89 0.89 0.89 

smsware 0.88 0.96 0.92 

scareware 0.92 0.79 0.85 

benign 0.91 0.95 0.93 
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Fig 3.1 Proposed Research Methodology 

Table 4.2 Evaluation Metrics for Random Forest and XGBoost using SMOTE, ADASYN, 

and Balanced Cost 

Class Imbalance 

Approach 
Classifier APK Category Precision Recall F1-Score Accuracy 

Synthetic 

Minority 

Oversampling 

Technique 

(SMOTE) 

Random 

Forest 

adware 0.73 0.73 0.73 

0.85 

ransomware 0.81 0.94 0.87 

smsware 0.88 0.96 0.92 

scareware 0.88 0.75 0.81 

benign 0.90 0.86 0.88 

XGBoost 

adware 0.96 0.93 0.95 

0.91 

ransomware 0.92 0.92 0.92 

smsware 0.87 0.93 0.90 

scareware 0.90 0.86 0.88 

benign 0.88 0.88 0.88 

Adaptive 

Synthetic 

sampling 

(ADASYN) 

Random 

Forest 

adware 0.82 0.93 0.87 

0.83 

ransomware 0.76 0.76 0.76 

smsware 0.80 1.00 0.89 

scareware 0.87 0.65 0.74 

benign 0.90 0.78 0.84 

XGBoost 

adware 0.60 0.80 0.69 

0.82 

ransomware 0.73 0.89 0.80 

smsware 0.85 0.96 0.90 

scareware 1.00 0.64 0.78 

benign 0.95 0.86 0.90 
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Balanced Cost 

Random 

Forest 

adware 0.73 0.73 0.73 

0.89 

ransomware 0.89 0.94 0.92 

smsware 0.88 0.96 0.92 

scareware 0.96 0.82 0.88 

benign 0.91 0.95 0.93 

XGBoost 

adware 0.77 0.69 0.73 

0.81 

ransomware 1.00 0.82 0.90 

smsware 0.80 1.00 0.89 

scareware 0.64 0.70 0.67 

benign 0.91 0.91 0.91 

 
Fig 4.1 AUC-ROC Curve for Decision Tree, XGBoost, and Random Forest 

 
Fig 4.2 AUC-ROC Curve for Random Forest with SMOTE and Balanced Cost Approach 
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Fig 4.3 AUC-ROC Curve for XGBoost with SMOTE and Balanced Cost Approach 

5. Conclusion 

We have observed that XGBoost with Synthetic Minority Oversampling Technique 

(SMOTE) obtained the highest accuracy of 91% in comparison with other machine learning 

classifiers. It was also noted that the class imbalance affects the accuracy of the machine 

learning classifiers. Thus, the imbalance problem had to be handled to provide better 

detection and classification. We also achieved the detection of five families of mobile 

applications such as adware, ransomware, scareware, smsware, and benign which are the 

most hazardous malware category in mobile application security. Dynamic features such as 

syscalls and binders provided resiliency to the security solution developed in this research as 

these features had to be included by the malware authors in any malware applications to 

cause havoc in the mobile devices. The dataset collected for this research was recent and thus 

captured the recentness of the malware behavior. 

In the future, we would extend the research by collecting a large set of dynamic features from 

an Android application and covering various other malware families. 
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