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Abstract           

 

Aim: The Novel Health Disorder Discrimination system is developed for discrimination of diseases in human 

detected by blood cell using image processing of convolutional neural networks algorithm over support vector 

machine.  

Materials & Methods: By using convolutional neural networks algorithm over support vector machine 

algorithm in image processing, diseases like malaria, pneumonia, breast cancer, skin cancer were identified on  

dataset having sample size of  80 each group and software tool python opencv and jupyter notebook is used for 

running application and accuracy scoring respectively. Accuracy values for identification of diseases are 

calculated to quantify performance of convolutional neural networks algorithm against support vector machine 

algorithm with t-test analysis.  

Results and Discussion:  The analysis on trained dataset and test dataset has been performed successfully using 

SPSS and acquired 95% accuracy for  CNN algorithm  compared to support vector machine method, which gave 

90% accuracy with level of significance (p<0.05). The resultant data depicts reliability in independent sample 

tests.  

Conclusion: On the whole process of prediction of accuracy by image processing, CNN model gives 

significantly better performance compared with  support vector machine model.   
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1. Introduction 

 

This project was created to provide safe, reliable, 

time saving efficient, comfortable and affordable 

application  services for people to detect  malaria, 

pneumonia, breast cancer, skin cancer using deep 

learning methods is seen as having accomplished 

this objective because of drawbacks that present in 

the existing system. The idea that would help 

people in a better way by  author paper (Yadav and 

Jadhav 2019) to recognise disease if they have 

images.  Furthermore customers need not pay for 

using this application and can take safety measures 

and diagnose quickly by identifying  diseases 

through this image processing application. Deep 

learning based algorithms demonstrated remarkable 

outcomes in various fields such as computer-aided 

diagnosis, speech recognition etc (Shin et al. 2016). 

For the above stated idea behind disease detection, 

to construct a system using Convolutional Neural 

Network that detects diseases quickly (Li et al. 

2014) and also predicts with mild error. The system 

is user-friendly with  help of GUI, so that it can be 

used not only by  medical professionals but also by  

population at large ((Tripathi and Kumar 2019) 

(Shin et al. 2016). 

In existing methodology, the medical images are 

hard to collect, as collecting and labeling of 

medical data is confronted with both data privacy 

concerns and  requirement for time-consuming 

expert explanations ((Li et al. 2014; Kermany et al. 

2018).  The most significant image processing 

method in disease detection was (Kermany et al. 

2018) achieved 92% accuracy on a small 

pneumonia X-rays image dataset by transfer 

learning((Yadav and Jadhav 2019) used  SVM 

application and CNN comparison to detect two 

types of specific pneumonia named bacteria and 

virus and achieved average accuracy of 74% for 

ORB & SVM and 88% with CNN. Novel health 

discrimination system was developed to overcome 

the classification of disease by images using CNN 

with higher accuracy, through  users to upload their 

report image to detect their medical test results as 

either positive/normal or negative.  

 Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The research gap in  existing systems 

paves  way to an effective novel health disease 

detection system  and provides a generic solution to  

problem of image classification (Kermany et al. 

2018). The objective of  proposed system (Beutel et 

al. 2000) is to provide an enhanced version of 

novel health disorder discrimination system to 

overcome  difficulties of these research gaps using 

convolutional neural network algorithm. Aim is to 

implement a disease detection system by using 

convolutional neural network algorithms which can 

detect presence of  diseases efficiently and provide 

a prediction of it with high accuracy in image 

processing. The overall process of proposed system 

is to improvise detection of human novel health 

diseases by data augmentation in image 

classification using  convolutional neural networks 

over  support vector machine  

 

2. Materials and Methods 

 

The Study setting of proposed work is done in  

Compiler Design Lab, Saveetha School of 

Engineering, Saveetha University. The number of 

groups identified are two. Group 1 is Convolutional 

neural network and group 2 is Support vector 

machine. Convolutional neural network method 

was iterated various number of times with a sample 

size of 80 for each group calculated from clinical 

website and SPSS analysis is carried out with level 

of significance p<0.05.    

 

Convolutional Neural Network (CNN) 

The architecture of a CNN is designed to take 

advantage of  2D structure of an input in image 

processing. This is achieved with local connections 

and tied weights followed by some form of pooling 

which results in translation invariant features. 

CNN's have fewer parameters than fully connected 

networks with same number of hidden units. CNN 

does  image classification based on features such as 

pixel intensity and image edges. Following are  

steps of convolutional neural network algorithm : 

 

Algorithm               

Step 1: Start the process 

Step 2: Load datasets path 

Step 3: Prepare dataset for training  

Step 4: shuffle the data 

Step 5: assigning labels and features   

Step 6: Normalizing X and converting labels to 

categorical data 

Step 7: Split X and Y for use in CNN 

Step 7: Define, compile and train CNN Model 

Step 8: Accuracy and Score of model 

Step 9: Stop the process 

 

Support vector machine: (SVM) 

SVM is most popular supervised learning 

algorithm in  field of image processing, which is 

used for Classification as well as Regression 

problems. SVM chooses extreme points/vectors 

that help in creating hyperplanes. These extreme 
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cases are called support vectors, and hence  

algorithm is termed as Support Vector Machine. 

Following are steps of support vector machine 

algorithm: 

 

Algorithm 
 Step 1: Start the process             

 Step 2: import  dataset.   

 Step 3: Explore  data to figure out what they look 

like.   

 Step 4: Pre-process  data.   

 Step 5: Split data into attributes and labels.   

 Step 6: Divide  data into training and testing sets.   

 Step 7:Train  SVM algorithm.   

 Step 8: Check predictions.   

 Step 9: End the process 

 

Anaconda navigator is used for execution of  

project code. It helps to manage and access 

notebook files and any kind of python files. By 

giving  python environment a command prompt 

can provide easy access to  code and execution. 

Main tools that need to be installed in python 

environment are keras and tensorflow. Minimum of 

4GB RAM is required to compile  and execute  

project code. Preferred  operating systems are 

windows and ubuntu. Above mentioned method is 

for users using windows OS. Using anaconda 

navigator software and anaconda prompt that 

install  necessary modules. 

 

Statistical analysis 

To check  data accuracy & reliability an SPSS a 

statistical software is used with a default alpha 

value of 0.05 for sample size of 80 of each group.  

The independent variables for  dataset were blur, 

varying lighting condition,shadowing effects,image 

size of  images.  Many potential variables are 

dependent in image classification like spectral 

signatures, vegetation indices, transformed images, 

textural or contextual information, multitemporal 

images, multisensor images, and ancillary data. 

Image is segmented and binarized to build a 

function that contains an interest area for detection. 

Bar graph  and  error graph were generated for 

comparison of differences between  CNN and SVM 

algorithms.  

 

3. Results     

                                                                       

   

Enhancing Novel health disorder discrimination 

system is used to detct diseases such as skin cancer, 

malaria, breast cancer, pneumonia using image 

processing in efficient way. For this purpose a 

convolutional neural network with  Support Vector 

Machine  By applying Method 1 gives significantly 

better accuracy of 95% than Method 2. The results 

are collected by performing multiple iterations of 

experiment for identifying different scales of 

accuracy rate.  Further, performed  statistical 

calculations using  SPSS tool and obtained 

accuracy from experimented data and independent 

samples t-test is performed.   

Table 1 represents  comparison of accuracy in 

disease detection systems by using CNN method 

and SVM method, by iterating in disease detection 

systems for various numbers of times.   

Table 2  represents  sample size (N=80), Mean, 

Standard deviation and Standard error mean are 

classified based on  accuracy and loss of  data. 

Accuracy 95% of CNN is significantly higher 

compared to Support vector machine  

Table 3 represents  significance of  data and 

standard error difference, where significance of 

convolutional neural network (CNN) and SVM 

with confidence interval as 95% and level of 

significance of <0.05.   

Figure 1, represents  comparison of mean accuracy 

of convolutional neural networks (CNN) The 

comparison of accuracy gained. Accuracy of  group 

1 is 95% and  group 2 is 90%.   The CNN has 

significantly performed better when compared to 

Support vector machine    Group 1 appears to 

produce  most consistent results with its standard 

deviation ranging from  lower 93’s to higher 95’s. 

Group 2 appears to produce  most variable results 

with its standard deviation ranging from 85’s to 

90’s. There is a significant difference between 

convolutional neural networks (CNN) and Support 

vector machines. 

 

4. Discussion 

In this study of disease detection systems,  

convolutional neural networks have higher 

accuracy of 95% in comparison to support vector 

machine algorithms having accuracy of  90%.   

convolutional neural networks have better 

significance (p<0.05) than support vector machines  

and  while using independent sample t-tests.   

The results of  proposed algorithm are better in 

both experimental and statistical analysis, there are 

certain limitations in work. Main limitation in this 

experiment is  that  attributes in  dataset contain 

very few to predict accuracy (%) of  disease as 

images considered are clear pixels.  Further 

research should consider other deep learning  

algorithms to ascertain more efficient ways to 

perform better for large datasets. It is 

recommended that further research should  be 

carried out on other parameters that can improve 

accuracy of detection 
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5. Conclusion   

     

It is inferred that the accuracy in detection of 

disease through extracted images of blood cells 

using the Convolutional Neural Network algorithm 

gives significantly better results than Support 

Vector Machine algorithm. CNN shows the  

accuracy of 95% using  and SVM shows the 

accuracy of 90% in detecting the diseases.  
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Tables and Figures 

 

Table 1. Accuracy table for Convolutional Neural Networks and Support vector machine, the accuracy of 

Method 1 is 95% and Method 2 is 90%. 

No.  of iterations Convolutional neural network 

(CNN) 

Support vector machine 

1 93.  0 88.  0 

2 93.  2 88.  2 
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3 93.  4 88.  4 

4 93.  6 88.  6 

5 93.  8 88.  8 

6 94.  0 89.  0 

7 94.  2 90.  0 

8 94.  6 90.  2 

9 94.  8 89.  5 

10 95.  0 89.  0 

 

Table 2. Statistical Analysis of Mean, Standard Deviation, and Standard Error of accuracy of convolutional 

neural network (CNN) and Support vector machine. There is a statistically significant difference in accuracy 

between the methods. The convolutional neural network (CNN) method has the highest accuracy (95%) and the 

Support vector machine  has the least accuracy (90%). 

Group N Mean Std.  Deviation Std.Error Mean 

Algorithms 

 

Convolutional Neural 

network (CNN) 

 

 

Support Vector Machine 

 

 

80 

 

 

 

80 

 

 

95.  9600 

 

 

 

90.  0600 

 

 

 

0 .68508 

 

 

 

0. 69570 

 

 

0.21664 

 

 

 

0.22000 

 

Table 3.  Comparison of Significance Level with value p<0.05.  Both CNN and Support vector machines  have a 

confidence interval of 95%  with the level of significance <0.05. 

  F sig. t df sig.  

(2-

tailed

) 

Mean 

differenc

e 

Std. Error 

Differenc

e 

95% 

Confidenc

e interval 

of the 

difference 

Lower 

95% 

Confidenc

e interval 

of the 

difference 

Upper 
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Accurac

y 

Equal 

variance 
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3.2

7 

0.03
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15.9

8 

18 0.003 4. 90 0.3087 4.  29132 5.  58868 

Accurac

y 

Equal 

variance

s not 

assumed 

 

  15.9

8 

179

9 

0.003 4.  94 0. 3087 4.  29131 5.  58869 

 

 
Fig. 1. Comparisons of Convolutional Neural Networks (CNN) that appear to produce the most consistent 

results with minimal standard deviations.  There is a significant difference between Convolutional Neural 

Network (CNN) and Support vector machine.  X Axis: Convolutional Neural Network (CNN) vs Support vector 

machine (SVM) Y Axis: Mean accuracy of detection ± 1 SD 

 


