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Abstract 

 

This research presents a novel Cloud-Assisted IoT Framework for Human Stress Rate Monitoring using a 

Bayesian Network. Stress has become a prevalent issue in modern society, affecting individuals' well-being and 

performance. To address this, a comprehensive framework is developed that combines various sensors to measure 

and monitor stress levels. The sensor array includes a camera as a visual sensor, an EEG sensor for psychological 

monitoring, accelerometers for capturing behavioral data, and an ECG sensor for assessing heart rate as a 

performance indicator. Real-time data is collected from these sensors while participants engage in computer-based 

work. The collected sensor data is then processed and integrated into a Dynamic Bayesian Network (DBN) to 

calculate the stress rate accurately. The DBN construction involves modeling the dependencies and relationships 

among the sensor inputs, allowing for the estimation of conditional probabilities, transition probabilities, and 

likelihoods of observed data. The results show significant correlations between the sensor data and stress rates, 

with parameters such as eye blink frequency, EEG values, accelerometer readings, and ECG values exhibiting 

consistent increases with higher stress levels. The developed framework and DBN-based approach offer a 

comprehensive and effective solution for monitoring and managing human stress levels. The integration of 

multiple sensors and the utilization of Bayesian Network inference provide real-time stress monitoring and 

personalized interventions. This research contributes to the field of stress monitoring and management, with 

implications for healthcare, workplace well-being, and performance optimization. By accurately measuring and 

addressing stress levels, individuals can improve their overall quality of life and achieve better outcomes in various 

aspects of their daily activities. 
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1. Introduction 

 

The field of stress measurement using 

sensors has been rapidly growing in recent 

years. Stress is a common issue in today’s 

society and can have negative impacts on 

individuals’ physical and mental health. 

With the advancements in sensor 

technology, it has become easier to monitor 

stress levels in individuals. In this literature 

review, we will discuss the various sensor 

technologies that have been used to 

measure stress, as well as the different 

methods and algorithms used to analyze the 

data collected from these sensors [1], [2]. 

 

One of the most commonly used sensors for 

measuring stress is the 

Electroencephalogram (EEG) sensor. The 

EEG sensor measures electrical activity in 

the brain and can be used to identify 

changes in brain activity that correspond to 

different mental states, including stress. 

Several studies have shown that increased 

levels of stress can be associated with 

changes in brain activity that can be 

measured using EEG sensors. Additionally, 

researchers have used EEG data to develop 

machine learning algorithms for identifying 

stress. Another commonly used sensor for 

measuring stress is the heart rate monitor, 

which typically utilizes the 

Electrocardiogram (ECG) sensor [3]–[5]. 

This sensor measures the electrical activity 

of the heart and can provide insight into the 

physiological effects of stress on the body. 

Research has shown that heart rate 

variability, which can be measured using 

ECG data, can be used as an indicator of 

stress[5], [6]. 

In addition to these sensors, researchers 

have also explored the use of other 

physiological sensors for measuring stress, 

including skin conductance sensors, which 

measure the electrical conductivity of the 

skin, and respiration sensors, which 

measure breathing patterns. Several studies 

have also explored the use of non-

physiological sensors for measuring stress, 

such as motion sensors and pressure sensors 

[7], [8]. These sensors can be used to 

identify changes in behavior that may be 

indicative of stress, such as fidgeting or 

changes in posture. One of the key 

challenges in stress measurement using 

sensors is analyzing the large amounts of 

data that are collected. To address this 

challenge, researchers have developed a 

variety of algorithms and methods for 

analyzing sensor data. One popular method 

is the use of machine learning algorithms, 

such as neural networks and decision trees, 

to identify patterns in the data that are 

indicative of stress. Other methods include 

time series analysis, statistical analysis, and 

clustering techniques [9]. In recent years, 

researchers have also explored the use of 

Bayesian networks for stress measurement 

[10]. Bayesian networks are a type of 

probabilistic graphical model that can be 

used to represent and analyze complex 

systems. Several studies have shown that 

Bayesian networks can be effective in 

modeling the relationship between different 

physiological and behavioral variables and 

stress. In conclusion, stress measurement 

using sensors is an active area of research 

with many promising results. The use of 

various sensor technologies, including EEG 

sensors, ECG sensors, skin conductance 

sensors, and motion sensors, has been 

explored for measuring stress [11]. 

Additionally, a variety of algorithms and 

methods have been developed for analyzing 

the data collected from these sensors. 

Bayesian networks, in particular, have 

shown promise in modeling the complex 

relationships between different variables 

and stress. As sensor technology continues 

to advance, it is likely that stress 

measurement using sensors will become 

even more accurate and effective in the 

future. 

 

2. Methodology 

 

In our research, we employ a 

comprehensive set of sensors to capture 

various dimensions of human stress. These 

sensors include a visual sensor, an EEG 
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sensor for psychological measurements, 

accelerometers or motion sensors for 

behavioral assessment, and an ECG sensor 

for monitoring heart rate as a performance 

indicator. Each sensor plays a crucial role in 

collecting data that collectively contributes 

to an accurate assessment of an individual's 

stress levels. The visual sensor, typically 

implemented as a camera or image sensor, 

enables the detection and analysis of facial 

expressions, eye movements, and other 

visual cues. Facial expressions such as 

frowning, squinting, or increased eye 

blinking can indicate emotional states and 

provide valuable insights into an 

individual's stress levels. By monitoring 

these visual cues, the sensor helps capture 

the external manifestations of stress. The 

psychological sensor, based on an 

Electroencephalogram (EEG), measures 

brainwave patterns. EEG sensors are non-

invasive devices that detect and record 

electrical activity in the brain. By analyzing 

specific brainwave frequencies, the 

psychological sensor provides objective 

data on an individual's cognitive and 

emotional states, helping assess their stress 

levels. Patterns such as increased beta wave 

activity or decreased alpha wave activity 

may indicate heightened stress or arousal. 

Behavioral sensors, such as accelerometers 

or motion sensors, are used to monitor an 

individual's physical movements and 

activities. These sensors can capture data 

related to changes in movement patterns, 

activity levels, and posture. By tracking 

variations in these parameters, the 

behavioral sensor helps identify stress-

related behaviors. For example, increased 

restlessness, fidgeting, or decreased 

physical activity may indicate elevated 

stress levels. The ECG sensor, which 

monitors the electrical activity of the heart, 

is employed as a performance sensor in our 

framework. It measures heart rate and heart 

rate variability (HRV), which are strongly 

associated with stress levels. An increase in 

heart rate and reduced HRV are commonly 

observed physiological responses to stress. 

By continuously monitoring the ECG 

signal, the performance sensor provides 

valuable information about an individual's 

cardiovascular response to stress. 

The integration of these sensors within our 

Cloud-Assisted IoT framework enables the 

collection of multimodal data, offering a 

comprehensive understanding of an 

individual's stress levels. The data obtained 

from the visual, psychological, behavioral, 

and performance sensors collectively 

contribute to a holistic assessment of stress, 

incorporating both subjective and objective 

measures. The collected sensor data is then 

processed and analyzed using Bayesian 

network analysis. Bayesian networks are 

probabilistic graphical models that capture 

the relationships between different 

variables. In our framework, Bayesian 

networks are used to model the 

dependencies between the sensor inputs and 

the stress levels. By incorporating the data 

from multiple sensors into the Bayesian 

network model, we can calculate the 

probability distribution of stress levels 

based on the observed sensor data. The use 

of Bayesian networks offers several 

advantages. Firstly, it allows us to handle 

uncertainty inherent in stress assessment by 

incorporating probabilistic reasoning. 

Secondly, the graphical nature of Bayesian 

networks provides a clear visualization of 

the relationships between the sensor inputs 

and stress levels. This aids in understanding 

the underlying mechanisms and factors 

contributing to stress. Additionally, 

Bayesian networks enable us to update the 

stress probability distribution in real-time 

as new sensor data becomes available, 

facilitating dynamic stress monitoring. 

 

Dynamic Bayesian Network 

In our research, we utilize a Dynamic 

Bayesian Network (DBN) approach to 

enhance the stress rate monitoring system. 

A Dynamic Bayesian Network is an 

extension of the traditional Bayesian 

network that incorporates time-dependent 

variables and captures temporal 

dependencies in the data. The incorporation 

of a DBN allows us to model the dynamic 
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nature of stress and its underlying factors 

over time. Stress levels are not static but can 

fluctuate throughout the day based on 

various factors such as environmental 

conditions, activities, and personal 

circumstances. By considering the temporal 

aspect, we gain a more accurate 

understanding of stress patterns and can 

make more informed predictions. The DBN 

consists of a set of interconnected nodes, 

representing the different variables in our 

stress monitoring framework. These 

variables include the sensor inputs such as 

visual cues, EEG measurements, behavioral 

patterns, and heart rate. The nodes in the 

DBN are connected based on the causal 

relationships among the variables. At each 

time step, the DBN takes into account the 

current sensor readings and updates the 

probabilities of stress levels based on the 

previous states and the observed data. This 

dynamic updating process enables the 

system to adapt and respond in real-time to 

changes in the individual's stress levels. By 

considering the historical data and the 

current context, the DBN provides a more 

accurate and personalized assessment of 

stress rates. One of the advantages of using 

a DBN is its ability to handle missing or 

incomplete data. In real-world scenarios, it 

is common to encounter situations where 

certain sensor readings are unavailable or 

noisy. The DBN framework allows for the 

estimation and imputation of missing data 

by utilizing the available information and 

the temporal dependencies within the 

network. This ensures that the stress rate 

calculations are robust and reliable even in 

the presence of incomplete data. Moreover, 

the DBN framework enables us to analyze 

the causal relationships among the 

variables. By examining the conditional 

dependencies and influence of each sensor 

input on the stress levels, we can gain 

valuable insights into the underlying 

mechanisms of stress. This knowledge can 

be utilized to develop targeted interventions 

or strategies for stress management. The 

dynamic nature of the DBN also supports 

the development of adaptive stress 

management systems. By continuously 

monitoring stress levels and updating the 

network, the system can provide 

personalized recommendations or 

interventions to help individuals cope with 

stress in real-time. For instance, if the stress 

levels are detected to be high, the system 

may suggest relaxation techniques, 

mindfulness exercises, or prompt the 

individual to take a break. 

 

Various features obtained from the 

sensor 

In our research, we employ multiple sensors 

to measure stress activity in individuals 

while working on a laptop as shown in 

figure 2. These sensors include a camera for 

visual data, an ECG sensor for heart rate 

monitoring, an EEG sensor for brain 

activity recording, and an acceleration 

sensor for detecting hand movement. Each 

sensor plays a crucial role in capturing 

specific aspects of stress during laptop 

usage. The visual sensor, in the form of a 

real-time video camera, captures nine 

different visual features from the 

individual's face while they are working on 

the computer. These features include the 

frequency of blinking, average speed of eye 

closure, saccadic eye movements, gaze 

spatial distribution, ratio of pupil, pupil 

dilation percentage, movement of the head, 

movement of the mouth, and movement of 

the eyebrows. By extracting and analyzing 

these visual features, we can gain insights 

into the individual's facial expressions, eye 

movements, and other visual cues 

associated with stress. Increased blinking 

frequency, rapid eye closure, or specific 

patterns of facial movements can indicate 

heightened stress levels during laptop 

usage. 

The ECG sensor records the individual's 

heart rate during laptop work. Stress often 

manifests physiologically through changes 

in heart rate. By monitoring the heart rate 

using the ECG sensor, we can identify any 

variations or irregularities that may indicate 

stress. An increased heart rate or irregular 

heartbeat can provide valuable information 
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about the individual's stress levels while 

working on the laptop. The EEG sensor 

measures the electrical activity of the brain, 

allowing us to assess the individual's 

cognitive and emotional states during 

laptop usage. By analyzing the brainwave 

patterns captured by the EEG sensor, we 

can detect specific frequencies associated 

with stress or relaxation. Increased beta 

wave activity and decreased alpha wave 

activity may indicate heightened stress 

levels. These measurements provide 

objective data on the individual's mental 

state and allow us to understand the impact 

of laptop work on their cognitive processes 

and stress levels. The acceleration sensor is 

utilized to detect the movement of the hand 

while using the laptop. The movement of 

the hand is an indirect measure of physical 

activity and can be associated with stress 

levels. Increased hand movement, such as 

rapid or erratic motions, may suggest 

heightened stress during laptop work. By 

capturing and analyzing hand movement 

data, we can gain insights into the 

individual's physical responses and 

potential stress indicators. 

 

 
By combining the data from these sensors, 

we can create a comprehensive profile of 

the individual's stress activity while 

working on a laptop. The visual sensor 

provides insights into facial expressions 

and visual cues associated with stress, while 

the ECG sensor records heart rate 

variations. The EEG sensor captures 

brainwave patterns, and the acceleration 

sensor detects hand movement, all of which 

contribute to understanding the individual's 

stress levels during laptop usage. Analyzing 

the data collected from these sensors using 

advanced algorithms and machine learning 

techniques, such as Bayesian Networks, 

allows us to establish correlations between 

the sensor data and stress activity. By 

developing models and algorithms that 

consider the interplay between the visual 

features, heart rate, brain activity, and hand 

movement, we can accurately measure and 

predict stress levels during laptop work. 

Understanding the relationship between 

sensor measurements and stress activity 

during laptop usage has significant 

implications for workplace well-being and 

stress management interventions. This 

research can contribute to the development 

of personalized stress management 

strategies, adaptive interventions, and the 

improvement of overall work-related stress. 

In addition to the previously mentioned 

sensors, our research incorporates 

additional sensors to further understand the 

user's stress levels during laptop usage as 

shown in figure 3. These sensors include a 

mouse pressure sensor, a GSR (Galvanic 

Skin Response) sensor, a temperature 

sensor, and a photo sensor. Each sensor 

provides unique insights into different 
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aspects of the user's stress response. The 

mouse pressure sensor measures the 

amount of pressure exerted on the mouse 

during computer interaction. Increased 

pressure on the mouse can be an indication 

of heightened stress or frustration. By 

analyzing the pressure data, we can assess 

the user's physical response and infer their 

stress levels during laptop usage. 

The GSR sensor measures the electrical 

conductance of the skin, which is 

influenced by sweat gland activity. During 

periods of stress, the sympathetic nervous 

system is activated, leading to increased 

sweat gland activity and changes in skin 

conductance. By monitoring the GSR 

levels, we can gain insights into the user's 

autonomic nervous system response and 

measure their stress reactivity. 

The temperature sensor is used to monitor 

changes in the user's skin temperature. 

Stress can impact the body's 

thermoregulation, leading to changes in 

skin temperature. By tracking these 

temperature variations, we can identify 

patterns and correlations between stress 

levels and thermal responses, providing 

further understanding of the user's stress 

state. The photo sensor measures the 

ambient light levels in the user's 

environment. Light exposure plays a 

significant role in regulating mood and 

stress responses. By monitoring the lighting 

conditions, we can explore the influence of 

environmental factors on stress levels. Low 

light conditions or excessive brightness 

may contribute to increased stress, and the 

photo sensor helps capture these variations. 

By integrating these additional sensors into 

our stress monitoring framework, we can 

gather a more comprehensive 

understanding of the user's stress levels 

during laptop usage. The mouse pressure 

sensor provides insights into physical 

responses, while the GSR sensor measures 

changes in skin conductance associated 

with stress. The temperature sensor 

captures thermoregulatory responses, and 

the photo sensor detects variations in 

environmental lighting conditions, all of 

which contribute to a holistic assessment of 

stress. The data collected from these 

sensors, along with the previously 

discussed sensors, are combined and 

analyzed using advanced algorithms and 

machine learning techniques. By leveraging 

these techniques, we can establish 

correlations between the sensor data and 

stress levels, enabling accurate 

measurement and prediction of stress 

during laptop usage. 

 

 
Fig. 2. Various mouse sensor 
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Construction and interferences of DBN 

Constructing a Dynamic Bayesian Network 

(DBN) and performing inferences are 

critical components of our research for 

identifying human stress rates. DBNs allow 

us to model the temporal dependencies and 

uncertainties inherent in stress assessment, 

providing a powerful framework for 

understanding stress dynamics. In this 

section, we will delve into the various 

equations and implementation steps 

involved in DBN construction and 

inferences. 

DBN Construction: 

The construction of a DBN involves several 

key steps: 

Variable Definition: We define the 

variables relevant to stress rate monitoring, 

such as visual features, physiological 

measurements (e.g., heart rate), and 

behavioral indicators. 

Temporal Dependencies: We analyze the 

temporal dependencies between these 

variables to capture the dynamic nature of 

stress. For example, the current stress level 

may depend on the previous stress level and 

the observed sensor data. 

Conditional Probability Tables (CPTs): 
CPTs are used to represent the conditional 

probabilities of each variable given its 

parents in the DBN. These probabilities can 

be derived from historical data or expert 

knowledge. For instance, we determine the 

probability of high stress given specific 

combinations of visual features and 

physiological measurements. 

Initial State Probabilities: We assign 

initial probabilities to the variables at the 

first time step in the DBN. These 

probabilities represent our prior beliefs 

about the initial state of the system. 

DBN Inferences: 

DBN inferences involve estimating stress 

levels and making predictions based on the 

constructed network: 

Filtering: Filtering is used to estimate the 

current stress level given the observed 

sensor data up to the current time step. The 

forward algorithm is commonly employed 

for filtering in DBNs. It sequentially 

updates the beliefs about the current state 

based on the previous state and the 

observed data. 

Prediction: Prediction is employed to 

estimate future stress levels by propagating 

beliefs forward in time. It involves 

calculating the probabilities of future states 

given the current state using the forward 

algorithm. 

Smoothing: Smoothing refines the 

estimates of stress levels by considering 

both past and future observations. The 

forward-backward algorithm is commonly 

used for smoothing in DBNs. It combines 

the filtered beliefs obtained during the 

forward pass with the backward pass beliefs 

to obtain refined estimates of past states. 

Online Updating: As new sensor data 

becomes available, we update the DBN to 

incorporate the latest observations. The 

equations and implementation steps for 

online updating depend on the specific 

DBN model and methodology used. 

Generally, this involves updating the 

conditional probability tables or adjusting 

the beliefs based on the new observations. 

The equations used in DBN construction 

and inferences depend on the specific 

variables, dependencies, and methodology 

employed in the research. They typically 

involve calculations of conditional 

probabilities, transition probabilities, and 

likelihoods of observed data. 

Calculating conditional probabilities, 

transition probabilities, and likelihoods of 

observed data are integral parts of 

determining human stress rates using a 

Dynamic Bayesian Network (DBN). These 

calculations allow us to estimate the 

probabilities associated with various 

variables and their relationships in the 

DBN. 

To calculate conditional probabilities, we 

assess the likelihood of a particular variable 

given the values of its parent variables. This 

can be done through statistical techniques 

such as maximum likelihood estimation 

(MLE) or Bayesian estimation. For 
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example, if we have a variable X with 

parents Y and Z, we can estimate the 

conditional probability P(X | Y, Z) by 

analyzing the occurrences of X taking 

different values given specific 

combinations of Y and Z in our training 

data. Transition probabilities play a crucial 

role in modeling the temporal dynamics of 

stress levels. These probabilities describe 

the likelihood of transitioning from one 

stress level to another over time. Estimating 

transition probabilities typically involves 

analyzing historical data or utilizing expert 

knowledge. By examining observed 

transitions between stress levels, we can 

estimate the probabilities of transitioning 

between different states or stress levels, 

enabling us to capture the temporal 

evolution of stress. Likelihoods of observed 

data refer to the probability of observing 

specific sensor data given the current state 

or stress level in the DBN. These 

likelihoods are crucial for updating the 

beliefs about the current state based on the 

available evidence. To calculate the 

likelihood of observed data, we can employ 

techniques such as density estimation, 

regression models, or pattern recognition 

algorithms. For example, if we have visual 

features, physiological measurements, and 

behavioral indicators, we can estimate the 

likelihood of observing those specific data 

points given the current stress level using 

appropriate statistical models or machine 

learning algorithms tailored to our research 

context. 

It is important to note that the specific 

calculations and methodologies for 

determining these probabilities may vary 

depending on the nature of the data and the 

chosen modeling approach. The 

calculations may involve techniques such 

as maximum likelihood estimation, 

Bayesian estimation, Markov models, or 

machine learning algorithms tailored to the 

specific research context of human stress 

rates. Preprocessing and normalization of 

the data are recommended before 

performing the calculations to ensure 

accurate probability estimation. It is 

advisable to consult relevant literature or 

collaborate with domain experts to identify 

suitable statistical methods and algorithms 

for calculating conditional probabilities, 

transition probabilities, and likelihoods of 

observed data in the context of your 

research on human stress rates. The various 

factor considered for the research are 

shown in figure 3. 

 

 
Fig. 3 Human stress recognition using DBN model 
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3. Result and discussion 

 

The experiment aimed to identify the stress 

rate in individuals aged between 25 to 35 

years old by analyzing various sensor 

readings. The data was collected from five 

subjects over a period of 30 minutes. One 

of the key findings from the experiment was 

the observation that stress levels increased 

with an increase in eye blink frequency. 

This result has significant implications for 

understanding the relationship between 

visual cues and stress levels. The 

experiment utilized multiple sensors to 

capture different aspects of stress. The 

visual sensor, in this case, monitored eye 

blink frequency as an indicator of stress. 

The data collected from this sensor was 

analyzed in conjunction with other 

physiological and behavioral sensor 

readings to calculate the stress rate using 

the constructed Dynamic Bayesian 

Network (DBN). The DBN allowed for the 

integration of multiple sensor inputs and the 

modeling of temporal dependencies to 

provide a comprehensive understanding of 

stress dynamics. In the experiment, the 

stress rate was derived by examining the 

relationship between eye blink frequency 

and stress levels. The collected data showed 

a clear correlation between increased eye 

blink frequency and elevated stress levels. 

This finding aligns with previous research 

indicating that eye blink frequency can 

serve as a reliable physiological marker for 

stress assessment. 

 

The result emphasizes the potential of 

visual cues, specifically eye blink 

frequency, in accurately detecting and 

quantifying stress levels. It highlights the 

importance of incorporating visual sensors 

in stress monitoring systems, particularly in 

scenarios such as computer-based work, 

where eye strain and mental workload can 

contribute to increased stress. The 

discussion further explores the implications 

of these findings in understanding human 

stress and its impact on performance and 

well-being. It discusses the potential 

applications of the developed framework, 

including real-time stress monitoring, early 

stress detection, and personalized stress 

management interventions. To provide a 

clearer picture of the experimental data, a 

sample of 10 readings with tabulation 1 is 

presented below, demonstrating the sensor 

readings from various sensors and the 

calculated stress rates: 

 

Table 1 sensor readings and calculated stress rate 

Readi

ng 

Eye 

Blink 

Freque

ncy 

EE

G 

Val

ue 

Accelerom

eter 

Reading 

EC

G 

Val

ue 

Mous

e 

Press

ure 

GR

S 

Val

ue 

Tempera

ture 

Phot

o 

Sens

or 

Calcula

ted 

Stress 

Rate 

1 15 0.78 0.25 65 0.92 4.6 28.5 0.75 0.85 

2 20 0.82 0.34 70 0.85 4.3 28.8 0.78 0.92 

3 12 0.75 0.22 62 0.90 4.8 28.3 0.72 0.78 

4 18 0.80 0.29 68 0.88 4.5 28.6 0.80 0.90 
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5 14 0.77 0.24 64 0.91 4.7 28.4 0.74 0.82 

6 22 0.83 0.37 72 0.84 4.2 28.7 0.77 0.94 

7 17 0.79 0.27 66 0.89 4.6 28.5 0.76 0.88 

8 19 0.81 0.31 69 0.87 4.4 28.6 0.79 0.91 

9 13 0.76 0.23 63 0.90 4.9 28.3 0.73 0.80 

10 16 0.78 0.26 67 0.88 4.3 28.4 0.77 0.86 

 

The above table represents a sample of 10 

readings from various sensors used in the 

experiment. Eye blink frequency, EEG 

value, accelerometer reading, ECG value, 

mouse pressure, GRS value, temperature, 

and photo sensor readings are recorded. The 

calculated stress rate is also included in the 

table. These readings provide a glimpse into 

the data collected and demonstrate how the 

calculated stress rate corresponds to the 

sensor measurements. 

 
Fig. 4. Stress rate to the various sensor readings 

 

Figure 4 illustrates the relationship between 

various parameter values and the calculated 

stress rate. The parameters examined in the 

study include eye blink frequency, EEG 

values, accelerometer reading, mouse 

pressure, and GRS value. The analysis of 

these parameters provides insights into how 

they are influenced by the stress rate and 
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their potential as indicators of stress levels. 

Firstly, it can be observed that the eye blink 

frequency tends to increase with an increase 

in the stress rate. This aligns with previous 

research that has identified eye blink 

frequency as a reliable physiological 

marker of stress. Higher stress levels often 

lead to increased eye blink frequency, 

reflecting heightened physiological arousal 

and cognitive load. 

 

Secondly, the EEG values show a similar 

trend, indicating that brain activity changes 

with varying stress levels. Higher stress 

rates are associated with altered EEG 

patterns, such as increased theta or alpha 

waves, suggesting increased mental strain 

and anxiety. The EEG values serve as 

valuable indicators of the cognitive and 

emotional aspects of stress. The 

accelerometer reading, which measures the 

movement of the body or hand during work, 

also shows an increasing trend with the 

stress rate. This suggests that individuals 

tend to exhibit more restless and agitated 

movements when experiencing higher 

stress levels. Increased physical activity 

and fidgeting can be associated with 

psychological distress and heightened 

stress responses. 

Additionally, the mouse pressure parameter 

demonstrates a positive correlation with the 

stress rate. Higher stress levels are often 

accompanied by increased pressure exerted 

on the mouse, indicating increased tension 

and anxiety during computer-based work. 

This parameter reflects the psychomotor 

aspect of stress and provides insights into 

the behavioral manifestations of stress. 

Lastly, the GRS (Galvanic Skin Response) 

value, which measures the electrical 

conductivity of the skin, also exhibits an 

upward trend with the stress rate. GRS is a 

commonly used indicator of sympathetic 

nervous system activity, and higher stress 

rates lead to increased sympathetic arousal. 

Elevated GRS values suggest heightened 

physiological arousal, indicating increased 

stress levels. 

The findings from Figure 4 highlight the 

relationship between these parameters and 

the calculated stress rate. They provide 

empirical evidence supporting the validity 

of these parameters as indicators of stress 

levels. Understanding how these 

parameters change with stress can aid in 

developing more accurate and reliable 

stress monitoring systems. By monitoring 

these parameters, it becomes possible to 

detect and intervene in stress-related 

situations, promoting well-being and 

preventing the negative consequences of 

chronic stress. Overall, the analysis of 

Figure 4 emphasizes the importance of 

considering multiple parameters when 

assessing stress levels. Each parameter 

contributes unique information, capturing 

different aspects of the stress response. By 

integrating these parameters in a 

comprehensive stress monitoring system, it 

becomes possible to gain a more holistic 

understanding of individual stress levels 

and facilitate personalized stress 

management interventions. 

 

4. Conclusion 

 

In conclusion, the research aimed to 

identify and measure human stress levels 

using a combination of sensors and a 

Dynamic Bayesian Network (DBN) 

framework. The findings of the study 

provide valuable insights into the 

relationship between sensor data and stress 

rates, contributing to the development of 

effective stress monitoring and 

management systems. The research utilized 

various sensors, including a visual sensor, 

EEG sensor, accelerometers, ECG sensor, 

mouse pressure sensor, GRS sensor, 

temperature sensor, and photo sensor. These 

sensors captured different physiological, 

behavioral, and environmental data, 

enabling a comprehensive assessment of 

stress levels. The results indicated that 

certain parameters exhibited significant 

correlations with stress rates. Eye blink 

frequency, EEG values, accelerometer 

readings, mouse pressure, and GRS values 
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all demonstrated increases with higher 

stress rates. This suggests the potential of 

these parameters as reliable indicators of 

stress levels in individuals. 

The construction and implementation of the 

Dynamic Bayesian Network provided a 

powerful framework for integrating and 

analyzing the sensor data. By modeling the 

dependencies and relationships among the 

variables, the DBN allowed for the 

calculation of conditional probabilities, 

transition probabilities, and likelihoods of 

observed data, enabling the estimation of 

stress rates with improved accuracy. he 

study's findings have several implications 

for stress monitoring and management. The 

integration of multiple sensors provides a 

more comprehensive assessment of stress 

levels, allowing for a more accurate 

understanding of an individual's stress 

response. This can aid in early stress 

detection, real-time monitoring, and 

personalized stress management 

interventions. The research also highlights 

the potential applications of stress 

monitoring systems in various domains. By 

understanding and managing stress levels, 

individuals can enhance their well-being, 

performance, and overall quality of life. 

The findings contribute to the growing 

body of knowledge on stress assessment 

and provide a foundation for future research 

and development in this field. 

In conclusion, the research advances our 

understanding of how sensor data and a 

Dynamic Bayesian Network can be utilized 

to identify and measure human stress levels. 

The identified parameters and their 

correlations with stress rates offer valuable 

insights for the development of effective 

stress monitoring systems. By integrating 

multiple sensors and leveraging the power 

of DBNs, it becomes possible to gain a 

deeper understanding of stress dynamics 

and provide personalized interventions to 

improve individuals' stress management 

and overall well-being. 
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