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Abstract 

  

Aim: The main objective of the research study is to improve the accuracy for Medical costs for Health 

Insurance using Polynomial Regression Algorithm compared with Ridge Regression Algorithm.  

Materials and Methods: The dataset needed for the Medical cost prediction for health insurance is acquired 

from Google’s Kaggle Website. The data set columns have the columns patient name, age, sex, bmi, smoker, 

children, region. In these features insurance charges are dependent variables and the remaining features are 

called independent variables. In regression analysis to predict the values of dependent variables. The data sets 

are imported and Novel Polynomial regression Algorithm and Ridge regression Algorithms are tested. The 

number of groups are 2 for two algorithms with the G-power value of 80%. The sample size is 10 per group.  

Results: The results are acquired in the form of accuracy for the inputs provided. The IBM SPSS tool is used in 

order to obtain the results. From these results the author has obtained, statistical significance difference was 

observed between the Novel Polynomial Regression and has an accuracy of 84.07%, Ridge Regression 

Algorithm 75.02%, which is more accurate than the value. The independent sample T-Test was performed to 

find the mean, standard Deviation, standard Error Mean significance between the groups. The study has 

obtained a significance value of p=0.001 (p<0.05). 

Conclusion: In this article, based on the results obtained, the Polynomial Regression Algorithm has more 

accuracy than Ridge Regression Algorithm. 

 

Keywords: Medical Cost, Health Insurance, RMSLE, Ridge Regression algorithm, Novel Polynomial 
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1. Introduction 

 

Accurate prediction of healthcare costs is important 

for optimally managing health costs. Health care 

expenditures are one of the biggest expenses in 

Germany and optimally managing these costs has 

great economical importance (Miner et al. 2014; 

Vecchio et al. 2018). Therefore, methods for 

accurate patient-level prediction of future health 

care cost are needed to provide the basis for 

decision making (Rifai 2022). As medical costs 

reflect the development of health over time and 

health in turn is influenced by many factors such as 

social demographics by RMSLE (B, Manjulatha, 

and Pabboju, n.d.) previous medical history, 

environmental influences, genetics but also by 

random events such as accidents, predicting the 

future health is inherently challenging (A and 

Jenita 2020). Consequently,  predicting health costs 

is a challenging problem. 

 Existing work on prediction of health cost can be 

divided into two categories Rule based prediction 

methods, in which decision rules of an algorithm to 

predict future costs are manually defined (K. S. 

Kumar, Sambath Kumar, and Rajendran 2021). The 

disadvantage of this approach is that it requires 

deep domain knowledge and that the capability of 

resulting models to reflect complex relations in the 

data is limited. Supervised learning based methods 

(e.g. linear regression models, random forests or 

support vector methods) that learn to predict future 

cost from the data (Jain and Chatterjee 2020). 

These methods have the advantage that they are not 

limited in their expressiveness as rule based 

methods. However, they typically require large 

datasets for training. For training of these methods, 

health insurance claims records are an appealing 

data source. They cover most of the health care 

expenditures of the patients and have the advantage 

of having sample sizes that allow fitting rich 

models (Panesar 2019). Additionally, they contain 

detailed information on patients, such as the 

medical history and social demographic 

information. It calculates the error rate using the 

RMSLE. The challenges of this data is that it is 

high dimensional, that there are many hidden 

interactions between variables, and that the data is 

often not normally distributed. The aforementioned 

supervised learning methods are believed to 

typically not leverage the potential of population 

scale data to detect complex patterns (Gupta and 

Sedamkar 2020). Recent developments in deep 

learning techniques (Srivastava et al. 2020), such 2 

as novel deep neural network architectures and 

numerical approaches to fit the networks, promise 

to address some of these challenges (Srivastava et 

al. 2020; Y.-W. Chen and Jain 2019)(Gupta and 

Sedamkar 2020)(Srivastava et al. 2020; Y.-W. 

Chen and Jain 2019). Machine learning has been 

successfully applied in the medical domain to tasks 

such as prediction of various clinical outcomes 

from electronic health records, or the detection 

from retinal fundus photographs, showing the 

potential of this technology. Our team has 

extensive knowledge and research experience  that 

has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; P. G. 

Kumar et al. 2022; Nagaraju et al. 2022; Karpagam 

et al. 2022; Baraneedharan et al. 2022; Whangchai 

et al. 2022; Nagarajan et al. 2022; Deena et al. 

2022) 

The problem in the existing research of Medical 

cost prediction for Health Insurance is less 

accuracy. There are certain algorithms with more 

accuracy when comparing it with existing ones. 

The main aim of the study is to improve the 

accuracy of Health insurance by implementing a 

Polynomial Algorithm. 

 

2. Materials and Methods 

 

The proposed work is done in the Machine 

Learning lab, Department of Computer Science and 

Engineering, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences, Chennai. The number of groups is 2 for 

two algorithms. The sample size is 10 per group in 

total 20. 

The dataset named ‘Medical Insurance cost’ 

((Srivastava et al. 2020; Y.-W. Chen and Jain 

2019)) is downloaded from Google Kaggle 

Website. The data predicted the log-transformed 

actual values by RMSLE. The data in this dataset 

explains about the Health Insurance provided for 

each patient varying with the factors (Takeshima et 

al. 2018). Many factors that affect how much you 

pay for health insurance are not within your 

control. Health insurance is calculated based on the 

patient's expenses (Severino and Peng 2021). In 

this dataset, information about the patients and the 

analytics about the patients with different factors.    

The Health Insurance is an important eye-opener 

for emergency needs during accidents and disease 

pandemic situations (H. Chen et al. 2021). Many of 

the people will lag to hit financially and to bear the 

operational censoring expenses during treatment. 

The need for health insurance changes from youth 

to old age depending on your lifestyle and genetics.  

 

Polynomial Regression 

Polynomial Regression is a Machine learning based 

algorithm (Srinivas, Sucharitha, and Matta 2021) 

which is also a form of Linear regression model. 

Can improve our model by features of the 

prediction, specifically, by making new features 

that capture the interactions between existing 

features. This is called Polynomial regression 

https://paperpile.com/c/NqE895/pmqY+mbJk
https://paperpile.com/c/NqE895/pmqY+mbJk
https://paperpile.com/c/NqE895/TN6s
https://paperpile.com/c/NqE895/P10U
https://paperpile.com/c/NqE895/P10U
https://paperpile.com/c/NqE895/cAl6
https://paperpile.com/c/NqE895/cAl6
https://paperpile.com/c/NqE895/r2ko
https://paperpile.com/c/NqE895/r2ko
https://paperpile.com/c/NqE895/q42d
https://paperpile.com/c/NqE895/MbQV
https://paperpile.com/c/NqE895/SSox
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(Larson and Halfon 2010). The idea is to generate a 

new feature matrix consisting of all polynomial 

combinations of the features with degree less than 

or equal to the specified degree. 

 

Step 1:  Import the Packages required. 

Step 2:  Import the dataset into the code 

environment 

Step 3: Assign the features of dataset such as Age, 

Sex, Bmi, Children, Smoking, Region. 

The next process is checking the data for 

correction. After the corrections store the 

data into dataframes. Since predicting the 

insurance costs, charges will be our 

target feature. 

Step 4: Once after importing the data, processes 

such as encoding are to be performed. 

The dataset should be chosen and start 

pre-processing the input so that the 

model can be used. 

Step 5: In these Polynomial and Ridge regression 

algorithms the person uses the Backward 

Elimination method in order to work 

their way down. 

Step 6: The determination of required parameters 

are done so that the model is good to fit. 

The parameters taken are predicted and 

performed. 

Step 7:  Further analysis is performed and the 

measurement of accuracy is done successfully. 

 

Ridge Regression 
Ridge regression (RR) is another particular case of 

linear regression model that helps shrink the 

coefficients and reduce the model’s complexity 

(Larson and Halfon 2010; Mahlich and Sruamsiri 

2019). It also helps in reducing multicollinearity. 

Unlike the LR model, the RR model does not 

provide absolute shrinkage of the coefficient 

(Drewe-Boss et al. 2022). However, the RR model 

makes some of the coefficient values very low or 

close to zero. Therefore, the features which are not 

contributing much to the model will have very low 

coefficients. As a result, the RR model helps in 

reducing overfitting, which appears from the MLR 

model. 

Step 1 :  Import the packages required. 

Step 2 :  Import the dataset taken from kaggle into 

the code environment. 

Step 3 : Assign the features of dataset such as Age, 

Sex, Bmi, Children, Smoking, Region. 

The next process is checking the data 

for correction. After the corrections 

store the data into dataframes. Since 

predicting the insurance costs, charges 

will be our target feature. 

Step 4 :Once after importing the data, processes 

such as encoding are to be performed. 

The dataset should be chosen and start 

pre-processing the input so that the 

model can be used . 

Step 5 :  Import the Ridge regression algorithm 

dataset from the kaggle and predict the 

output for the testing datasets. 

Step 6 :  The determination of required parameters 

are done so that the model is good to 

fit. The parameters taken are predicted 

and performed. 

Step 7 :   Further analysis is performed and the 

measurement of accuracy is done successfully. 

 

For Polynomial Regression Algorithm, the test size 

is 49% of the total dataset and the remaining of 

51% is used for training the datasets. Accuracy of 

both the algorithms are tested from sample sizes of 

45 to 95. The dataset used for this article on 

Machine Learning based Algorithms are obtained 

from Google’s official dataset website Kaggle. 

 

Statistical Analysis 

The statistical software used for performing 

analysis is IBM SPSS version 21.0. IBM SPSS is a 

statistical software tool used for the analysis of 

data. The datasets are normalized and then the data 

is converted into arrays. The number of clusters 

needed are visualized and analyzed and the existing 

algorithms are obtained in accountability of 

RMSLE. For the Novel Polynomial Regression 

algorithm, it is observed that if the number of 

censoring iterations increased, then the error rate 

decreased and accuracy increased. It is declared 

that the Polynomial Regression Algorithm shows 

higher value compared with the Ridge Regression 

Algorithm. 

 

3. Results  

     

In Table 1, a file collection of people with the 

charges obtained and the details of the people is 

given. The dataset is taken from Kaggle and it 

contains Age, Sex, BMI, Children, Smoking, 

Region and Charges obtained by this bases using 

Machine Learning. The age column is the 

respective number of each patient with different 

ages, bmi of the patients and the smoking cause for 

charges. These the bmi and the charges are 

represented in numerical values which are taken 

from the dataset collected on the first format. The 

statistical comparison of the charges with respect to 

the region and the smoking cause using two sample 

groups was done through SPSS version 21. 

Analysis was done for mean, standard deviation, 

independent T-Test. 

The Outcome of the Novel Polynomial Regression 

and Ridge Regression algorithms which are 

predicted values are compared to the values and 

these outcomes are shown as tables and bar graphs. 

In Table 2,  statistical results of Polynomial Regression and Ridge 

Regression algorithms.  

https://paperpile.com/c/NqE895/iGgW
https://paperpile.com/c/NqE895/iGgW+6b2v
https://paperpile.com/c/NqE895/iGgW+6b2v
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Mean accuracy value, standard deviation and 

standard error mean for PRA and RRA algorithms 

are obtained for 10 iterations. It is observed that the 

PRA (84.07%) algorithm performed better than the 

RRA (75.02%) algorithm. 

 

In Table 3, independent sample evaluation of the Polynomial 

Regression Algorithm value 

and Ridge Regression algorithm results with 

significant two-tailed values (p = <. 001). So both, 

the PRA and RRA algorithms have a value of less 

than 0.05 with a confidence interval of 95%. 

In Figure 1, a graph is shown with respective 

medical charges in the smoking category. They are 

plotted with the accuracy of smoking and non-

smoking . 

In Figure 2, the graph is shown with respective 

medical charges per region. Here consider 4 

regions such as Northeast, Northwest, Southeast 

and Southwest. It is plotted with the accuracies 

obtained from different regions. Also it has been 

noticed that the sex and region dont have noticeble 

differences for each category terms of charges 

given. Error rate given by RMSLE was 39. Can see 

that there is an increasing trend in the charges as 

the number of children increases. Lastly, smokers 

seem to make a significant change to charges given 

by Health Insurance. 

In Figure 3, The bar chart plotted with the 

accuracies of both the algorithms for different 

sample sizes is represented. The bar chart is plotted 

by taking algorithms as x-axis and accuracy as y-

axis. From the bar chart, it can be seen that the 

Novel Polynomial Regression Algorithm is more 

accurate than the Ridge Regression Algorithm. The 

last row shows the average of accountability of 

accuracy of both the algorithms. At sample size 10, 

the average accuracy of Polynomial Regression 

Algorithm is 84.07% and Ridge Regression 

Algorithm is 75.02%. 

 

4. Discussion 

 

The results of the study shows that the Novel 

Polynomial Regression Algorithm performs better 

than the Ridge Regression Algorithm. Polynomial 

Regression has obtained an accuracy of 84.07% 

compared to Ridge Regression which has an 

accuracy of 75.02%. 

 The Ridge regression (RR) model showed an 

RMSLE of 39 and an R-square score of 0.37 for the 

training data (Zhang, Ding, and Peng 2021). 

However, it showed an MSE of 38.49, and the R-

square score was 0.3711 for the test data. Since 

these results were also far from ideal, RR model 

performance was also low (Cai and Zaslavsky 

2019). Since the errors are squared before they are 

averaged, the RMSE gives a relatively high weight 

to large errors (Cai and Zaslavsky 2019; Erim et al. 

2021). This means the RMSE should be more 

useful than MAE when large errors are particularly 

undesirable. 

Knowing the metrics and accountability, it 

validates the performance of our model simply by 

applying new data insurance.csv to it and checks 

the metric score. K-fold cross validation is not done 

since the data is small. MLR, RR could not fit this 

hospital data properly and performed poorly on the 

data. No multicollinearity found in the Ridge 

Regression model, but many found in the 

Polynomial Regression model. This makes sense 

since some features in Novel Polynomial 

Regression were created by multiplying two 

features from the Ridge Regression model. 

 

5. Conclusion  

 

In this article, the results obtained in executing 

several Algorithms based on the various data 

samples using the Polynomial Regression 

Algorithm (84.07%) and Ridge Regression 

Algorithm (75.02%) are presented. The Polynomial 

Regression Algorithm was used to test the accuracy 

of medical charges for Health Insurance and was 

shown to be more accurate than the Ridge 

Regression Algorithm. It is recommended that 

future work involve more variables in the given 

dataset to build a more accurate model that could 

predict hospital cost insurance more accurately. 
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  Tables and Figures 

 

Table 1. Represents the File containing details about the patients with factors as age, sex, bmi, children, smoker, 

region and the charges based on it. 

S.No Age Sex  Bmi Children Smoker Region Charges 

0 19 female  27.900 0 yes southwest 16884.92400 

1 18 male  33.770 1 no southeast 1725.55230 
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2 28 male  33.000 3 no southeast 4449.46200 

3 33 male  22.705 0 no northwest 21984.47061 

4 32 male  28.880 0 no northwest 3866.85520 

 

Table 2. Statistical results of Polynomial Regression and Ridge Regression algorithms. Mean accuracy value, 

standard deviation and standard error mean for PRA and RRA algorithms        are obtained for 10 iterations. It is 

observed that the PRA (84.07%) algorithm performed better than the RRA (75.02%) algorithm. 

Algorithms (Accuracy) Sample 

   (N) 

Mean Std Deviation Std Error Mean 

Polynomial Regression 10 84.0700 3.08951 .97699 

Ridge Regression 10 75.0170 3.07301 .97177 

 

Table 3. Independent sample t-test of the significance level Polynomial Regression Algorithm and Ridge 

Regression algorithm results with two tailed significant values (p=<.001). Therefore both the PRA and RRA 

algorithms have a significance level less than 0.05 with a 95% confidence interval. 

 

Accuracy 

Levene's Test 

for Equality 

of Variances 

T-test of Equality of Means 95% of the confidence 

interval of the 

Difference 

 

t 

 

df 

 

Sig (2-

tailed) 

 

Mean 

Difference 

 

Std Error 

Difference 
F Sig. Lower Upper 

Equal 

Variance  

Assumed .004 .953 6.570 18 <.001 9.05300 1.37798 6.15796 11.94804 

Equal 

Variance 

Not 

Assumed 
  6.570  17.999 <.001 9.05300 1.37798 6.15796 11.94804 
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Fig. 1. Displaying the graphs varying the charges in smoking category 

 

Fig. 2. Displaying the medical charges varying with different regions 
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Fig. 3. Comparison of Polynomial Regression algorithm and Ridge Regression Algorithm in termsof mean 

accuracy. The accuracy of PRA is better than RRA and the standard deviation of PRA isslightly better than the 

RRA algorithm. X-axis: (GROUPS) PRA vs RRA algorithm and Y - axis :Mean accuracy of prediction ±2 SD 

 

 


