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Abstract 

The tremendous growth of the Internet and the rise of social media has helped many 

organizations to fortunately collect voluminous data about its’ customer base. The data 

pertaining to customer base are the most influenceable and valuable resources for the 

organizations at the present time. Organizations may utilize these data to produce high revenues 

out of the business. Various mining techniques can be used on these data to gather valuable 

insights which can be used by the organization to make fascinating recommendations to their 

customers. These recommendations can bring in increased sales and profits to the organization. 

Content based recommendation is one such techniques that use item features to calculate item 

similarities and make recommendations. However, such techniques in a production environment 

use only categorical data instead of the full-fledged item-descriptions or item-review data 

because of their large size and increased computational resources. In this paper we provide a 

novel keyword-based approach for book recommendation. The text conversion technique used 

in the research tries to effectively reduce the text corpora while keeping the valuable information 

and, provides a content-based user-item rating and, fuses it with a Singular Value 

Decomposition (SVD) trained model to generate content lenient collaborative filtering user-

item rating. The results obtained reveal that the collaborative filtering approach with keyword 

description has the lowest Root Mean Square Error(RMSE)  score of 0.59 which  is significantly 

lower than the RMSE score of 0.86 of collaborative filtering. 

 

Keywords : Recommender system, Collaborative filtering model, Keyword extraction, Natural 

language processing, Text embeddings.  

1.Introduction 

Recommender systems are instrumental 

tools for organizations to improve financial 

gain and develop a competitive edge on 

their competitors using the data collected 

from the customers. Large commercial 

enterprises like Amazon, YouTube and 

Netflix have invested considerably to build 

cutting edge  recommendation systems that 

assisted them to be promoted as giant 

companies. Recommender systems not only 

cater the customer base more efficiently but 

also improve company’s business value in 

the long run . Recommender systems 

provide an additional layer of service to 

existing business. Building a recommender 

system is very challenging because they 

must handle various factors like frequently 
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changing customer behavior, sparse data, 

time relevance, demographic trend and cold 

start problem. Besides, it is hard to find the 

accuracy of recommender systems as it is 

difficult to judge the usefulness of the 

recommendations made by the system.  

Today recommender systems have evolved 

as a widely used machine learning process 

used to increase product sales, for better 

product generation, provide better customer 

experience, better ads recommendations 

and many more. There are several content-

based, collaborative-filtering based and 

hybrid techniques in which a recommender 

system can be designed and based on one’s 

business needs, careful selection among 

these techniques should be made.  

Collaborative filtering systems make use of 

the ratings given by the customers to give 

recommendations. The ratings may be 

explicit rating or implicit rating. Explicit 

ratings are normally of varying scales. The 

difficulty associated with explicit rating is 

that the rating is sparse because users may 

not give ratings for all of the items 

purchased. Implicit ratings are normally 

based on factors such as the clicks, visits etc. 

that are associated with user interactions. In 

implicit ratings the item is rated as 1 in case 

the user has viewed the item, a 0 otherwise. 

Such information can be drawn from the 

web logs. There exist two methods for 

developing a  collaborative filtering 

recommender system. First one is a 

memory-based approach and the second is a 

model-based approach. Memory-based 

approaches locate users with similar 

preferences as of the target user and are 

relatively simple to implement. In model-

based approach, a model is built for the 

rating matrix to provide recommendation to 

customers. Model-based approaches are of 

2 types; the first type is user-based and the 

second is item-based. The user-based 

recommender system represents each user 

in the dataset as a vector of item ratings and 

the distance between user vectors are 

measured using appropriate distance 

measure, Euclidian distance for instance. 

The users with trivial vector distances are 

considered to have similar preferences. The 

item-based recommender system represents 

each item in the dataset as vector of user 

ratings and similarities between the item 

vectors are found to identify items with 

similar ratings. Recommendations is based 

on the item-item similarity which is 

calculated as the weighted sum of the user 

ratings. Scalability of item-based models 

are better than the user-based models and 

are normally preferred over the user-based 

models. In essence, the collaborative 

filtering method is significantly  affected by 

the changing user preferences, inclusion of 

new users/ new items and the popular item 

list. 

In content-based models, the categorical 

features of the items are used to make 

product recommendations. If the full-fledge 

item description or item reviews are used 

they result in storage issues as well as 

increased computational time, which calls 

for a technique that can effectively store 

most of the information in the text data 

while reducing the text size. On the other 

hand, in collaborative filtering[1][2][3] 

approaches, Matrix Factorization (MF) is an 

approach which is implemented in a variety 

of ways to achieve effective business goals. 

The SVD is a model-based MF technique 

which decomposes a user-item rating matrix 

into latent features of users and items to 

calculate the sparse rating matrix. However, 

these SVD is mathematical technique which 

is based on rank reduction that does not take 

any item content features into account while 

making recommendations. So, fusion of 

both content based and SVD recommenders 

is necessary to generate a rating that not 

only considers the user-interests but also the 

item content.  

The objective of the proposed research is to 

include the product information based on 

keywords along with the user  ratings to 

make personalized recommendations in a 

computationally effective way. 
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2.Related work 

Hybrid recommender systems fuse multiple 

recommender systems exploiting the 

benefit of each system in order to deliver 

superior recommender systems. In general 

the collaborative filtering and the content-

based modules are bundled together to 

avoid their limitations. Despite the fact that 

a hybrid recommender system leverages the 

benefits of divergent algorithms, devising a 

Hybrid recommender system is a very 

demanding task. There exist distinct 

approaches to build a Hybrid recommender 

system.  

Hybrid recommender systems using Matrix 

Factorization can be implemented in a 

variety of ways. The MF techniques when 

provided with side information like item 

features provides improved results. These 

information can be incorporated in two 

methods. In the first method used by W. X. 

Zhao and P. S. Yu, 2019[4] and “Capsmf”, 

2020[5][6], item similarities are calculated 

separately and then extended for use into 

the MF models. In the second method used 

by Zhang et al, 2021[7][8] features are 

directly included into the item latent feature 

matrix obtained from MF models. These 

technique scales linearly with the dataset 

and thus reduces computation complexity. 

This technique considers features of items 

as item-feature relations and tries to project 

it in the same space as that of the user-latent 

feature and the item-latent feature space. 

Information can also be included to better 

understand the structural and semantic 

information about the textual data into the 

MF techniques (W. X. Zhao and P. S. Yu, 

2019)[4]. MF techniques can also be further 

extended to use encryption techniques that 

preserves the privacy of the user (Ogunseyi 

et al, 2021)[9]. 

Deep learning is another field where textual 

data is used for rating prediction. RBM or 

Restricted Boltzmann Machines can be 

boosted with side information such as 

user’s demographic to better predict the 

users’ ratings (Chen Z et al, 2020)[10][11]. 

Convolution neural network are the most 

widely used technique while dealing with 

textual data because of their ability to 

extract features from data. CNN can be 

used to extract sematic relationship in text 

which can be beneficial in rating prediction 

(R Cao et al, 2020)[12]. CNN can be trained 

to generate user preferences and item 

properties from text to generate rating 

prediction (Lei Zheng et al, 2017)[13][14]. 

CNN can be also used to generate concise 

review from actual text which can greatly 

reduce computing overhead while making 

predictions (Y. -C. Chou, 2020)[15]. Deep 

learning techniques can also be fused with 

MF techniques for rating prediction which 

can be beneficial. MF can be used to learn 

the linear information from the user-item 

interaction and the deep learning 

techniques can be used to include to 

nonlinear information form user-item 

reviews (C. Wei et al, 2021)[16]. 

Keyword extraction is an automated 

technique that extracts key information 

from a large corpus of text focusing on 

which words are more relevant than others. 

Again, a lot of research is done in these 

field. TextRank[17] is the most widely used 

technique for extraction of keywords from 

text and is based on the PageRank 

algorithm. The results of TextRank may 

vary depending on the co-occurrence 

window size, iteration number and decay 

factor (M. Zhang et al, 2020)[18][19]. 

YAKE[20] is another tool which unlike 

most other keyword extraction tools, which 

depends on a large, annotated text corpus, 

uses  unsupervised learning based on 

statistical approaches to extract keywords 

from a single document. 

 

3.Experimentation 

A hybrid recommender system has been 

implemented, in which a rating of an item 

for a particular user is found using both 

content information and user-item 

interaction. Both the item review and the 

item description information have been 

incorporated in the process to include the 

effect of the nearest neighbors of the item 
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already rated by the user. The Goodreads 

dataset generated through scrapy is 

employed in the research. 

 

3.1. Modules Used 

The following subsections describe the 

techniques used in the experimentation. 

 

3.1.1. Natural Language processing 

Natural language processing(NLP) is 

actually a machine learning process 

concerned with using text in a way which 

makes it easier for machines to understand. 

NLP is a combination of rule-based 

modelling with statistical, machine learning 

and deep learning models. NLP helps us to 

process text in a much easier way by 

providing various libraries for text 

cleaning. In text the common words like 

‘the’, ‘is’, ‘are’ etc. are just to provide 

structure. They do not  have much 

information about the actual content and 

hence must be removed to perform any 

machine learning task. NLP also helps in 

the process of lemmatization which is a text 

normalization technique. Lemmatization is 

essential for converting any word to its root 

form. Lemmatization helps in better 

predicting text similarity than text which 

are not lemmatized.  

 

3.1.2. Keyword extraction 

Keyword extraction is an essential part of 

our experiment as it helps us in reducing the 

text data by retrieving the most useful 

information from text data. It not only 

reduces the text corpus but also keeps the 

information in item description and item 

reviews intact. Yake is used for keyword 

extraction in the experiment which is 

lightweight unsupervised tool for keyword 

extraction which used statistical approach 

for finding keywords from a single 

document. This is much more suitable for 

this experiment as it does not depend on a 

pool of large, annotated text which must be 

available all the time. 

 

3.1.3. Text Embeddings 

Text embedding is another useful technique 

implemented in this research for fast 

calculation of item similarities [21]. In text 

embeddings, text is converted into vectors 

called word embeddings. Text embedding 

is a way of converting text into numerical 

representation which captures information 

like analogies or semantic meaning. In the 

experiment a token-based text embeddings 

trained on English Google News 200B 

corpus[22] from TensorFlow is used. These 

embeddings make calculation of item 

similarity faster without having to worry 

about loss of valuable information. 

 

3.1.4. Cosine similarity 

Cosine similarity helps us to find how close 

the text embeddings are in space. More the 

cosine similarity, more identical the text 

[23][24]. These similarity mechanism helps 

us predict which item is more like the target 

item, thus helping in content-based 

recommendation. Formulae for calculating 

cosine similarity of two text embeddings A 

and B is given in eqn. (1) 

 

similarity(A, B) =  
A.B

||A|| ||B||
=

 
∑ AiBi

n
i=1

√∑ Ai
2n

i=1 √∑ Bi
2n

i=1

     (1) 

where A.B = dot product of the vector ‘A’ 

and the vector ‘B’, ||A|| and ||B|| = length of 

the vectors ‘A’ and ‘B’ and   ||A|| ||B|| = 

cross product of the vector ‘A’ and  the 

vector ‘B’. 

 

3.1.5. SVD 

Singular value decomposition or SVD [25] 

is a model-based MF technique which takes 

the user-item rating matrix and decomposes 

the matrix into two latent feature matrices 
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based on a mathematical technique called 

rank reduction. The two matrices generated 

are the so-called user-latent feature matrix 

and the item-feature matrix which nothing 

but description of each user and each item 

in the rating dataset in terms of hidden 

features obtained from the dataset 

generated by a technique called Principal 

Component Analysis or PCA. Thus, SVD 

tries to reduce the unnecessary parameters 

in the dataset by finding correlations in the 

rating matrix. These latent feature matrices 

can help us by filling the original sparse 

rating matrix for rating prediction. In the 

experiment TensorFlow is used for 

implementation of the SVD model which 

gives us both the user-latent embeddings 

and item-latent embeddings for rating 

prediction. 

 

3.1.6. TensorFlow 

TensorFlow is an open-source tool for 

machine learning which provides a variety 

of flexible and easy to use libraries for 

research purposes. It provides workflows 

both in Python and JavaScript and makes 

writing code for machine learning purposes 

a lot easier. It implements a lot of the 

algorithms out of the box so that one can 

focus on using these algorithms in their 

own way without writing the code from 

scratch for each of the experiment. 

3.2. Workflow Design 

Figure 1. explains the workflow view of the 

experiment. From the description dataset 

only those books having an English 

description or English title are extracted. 

The books which may be considered as 

unreasonable to recommend are also 

removed based on the avoiding stop list. 

Then the natural language processing is 

applied to the text to perform text cleaning, 

removing stop words and performing 

lemmatization. Then the keywords from 

each description are extracted using Yake 

model. The book descriptions based on the 

keywords extracted are regenerated. After 

these steps there will be two representation 

of the item description – one is only 

cleaned, and lemmatized description called 

processed description and the other is 

keyword-based description called the 

keyword description. From the reviews 

dataset we segregate books with English 

description and extract keywords for each 

review of the book. All the review 

keywords for a particular book and reduce 

the set of keywords based on the average 

score are then joined. Thus, a reduced set of 

keywords from reviews is obtained. These 

reduced review keywords are combined 

with the keyword-based description to 

obtain a mix representation of an item. 
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Figure 1 Workflow Diagram  

As shown in table 1, there are four content representation for an item,  one book for instance  - 

processed description, keyword description, review representation and mix representation.  

 

Table 1. Four content representation for a particular book in the dataset 

Type Example 

Processed 

Description 

wharton final novel completed marion mainwaring author death revolves 

around american british society s told large part eye american debutante 

story portrays innocent wide eyed almost ethereal girl turn socially 

conscious woman financial worry unrecognizable even beginning 

section quickly catch listener attention lush description room clothes 

height feminine beauty enter world intrigue secret character past 

relationship could prove fatal competition taken limit literary value 

notwithstanding book might appeal soap opera romance fan attentive 

listener quickly becomes disconcerting character awkward british 

sounding name added increasingly difficult recall without backing tape 

library pas one rochelle ratner formerly poetry editor soho weekly news 

new york 

Keyword 

Description 

marion mainwaring american british told american quickly characters 

quickly characters british rochelle ratner york 
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Review 

Representation 

wharton buccaneers end testvalley guy miss completely 

Mix 

Representation 

marion mainwaring american british told american quickly character 

quickly character british rochelle ratner york wharton buccaneer end 

testvalley guy miss completely 

 

From the above dataset. only the books 

which are present in both the item 

representation dataset and the rating dataset 

are extracted. From the ratings dataset, an 

8:2 train-test split is created. The SVD 

model is then trained on the train dataset.  

3.3. Pseudo Code for rating prediction 

Figure 2. explains the process of generating 

the rating for a book with respect to a 

particular user. Table 2 gives the 

pseudocode for the generation of ratings. 

For rating prediction of an item for a user 

the first step is to find the top-1000 items 

similar to the user based on the item 

description. From the top-1000 similar 

items only those items whose similarity 

score is greater than 0.5 are considered. 

Next find the items which are already rated 

by the user and remove the items which 

have a similarity score less than the average 

similarity score. Using those items try to 

formulate a content_score calculated as the 

dot product of item similarity and item 

rating. Next find the svd_predicted_rating 

of the item using the trained SVD model. 

Now the model_rating is calculated using 

eqn. (2).  

 

𝑚𝑜𝑑𝑒𝑙 𝑟𝑎𝑡𝑖𝑛𝑔 = 0.5 × content_rating +  0.5 × svd_predicted_rating                      (2) 

 

 

 

Figure 2 Process of generating the rating for a book w.r.to one User 

Table 1. Pseudocode for rating prediction 
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Given a user U and item I predict rating(U, I) - 

1. for the item I find top-1000 similar items {i1, i2, i3, i4, ………, i1000} 

2. Reduce the set by elimination of the items with similarity score < 0.5 so the set 

becomes Reduced{i1, i2, i3, i4, ………, i1000} 

3. Find the items rated by the User U - {u1, u2, u3, u4, ………, uk} where k denotes 

the count of items rated by the customer/user U. 

4. Find the intersection of the sets Reduced{i1, i2, i3, i4, ………, i1000} and {u1, u2, 

u3, u4, ………, uk}  - Intersect{x1, x2, x3, ………, xn}. 

5. Eliminate those items from the intersect set with a similarity score less than the 

average similarity score so the set becomes - Reduced-Intersect {x1, x2, x3, 

………, xn}. 

6. Now, using dot product of the similarity score and the user ratings for the item in 

the Reduced- Intersect{x1, x2, x3, ………, xn} set calculate the content_rating 

score. 

7. Calculate the svd_predicted_rating using the trained SVD model. 

8. Output the model rating as –  

                    Model_rating = 0.5×content_rating + 0.5×svd_predicted_rating. 

 

4.Results And Discussions 

To compare the performance and accuracy 

of different models two of the most 

commonly used metrics are MAE and 

RMSE. 

In order to draw a comparative analysis of 

our models we calculate the RMSE score of 

each of the following models on our test 

dataset - Content based model using 

keyword description, Content based model 

using review representation, Content based 

model using processed description only, 

Content based model using mix 

representation, Collaborative filtering, 

Collaborative filtering with keyword 

description, Collaborative filtering with 

review representation, Collaborative 

filtering with processed description and 

Collaborative filtering with mix-

representation. Equation 3 shows the 

formula for RMSCE calculation. RMSE 

computes the standard deviation of the 

prediction errors.  

 

𝑅𝑀𝑆𝐸 =  √
1

|𝑅|
∑   

𝑝(𝑟)∈𝑅 ( 𝑟𝑢𝑖 −  𝑝(𝑟)𝑢𝑖)2      

(3) 

 

Here, rui and p(r)ui are the actual and the 

predicted ratings and, R is the test data. 

RMSE computes how distant are these 

errors from the line of best fit. RMSE 

highly penalizes bad predictions due to 

the square, hence it is highly affected by 

bad predictions. Lower the RMSE better 

the prediction of the model. Table 3 

shows the comparison of different 

models by RMSCE. Figure 3 shows the 

graph of the same. 
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Table 3. Model comparison  

Model RMSE 

SCORE 

Content based model using keyword description (CBD) 0.62 

Content based model using review representation (CBR) 0.97 

Content based model using mix representation (CBDR) 1.04 

Collaborative filtering (CF) 0.86 

Collaborative filtering with keyword description (CFD) 0.59 

Collaborative filtering with review representation (CFR) 0.78 

Collaborative filtering with mix-representation (CFDR) 0.79 

Content based model using processed description (CBN) 1.23 

Collaborative filtering with processed description (CFN) 0.94 

 

 

Figure 3 Comparison of various models 

 

Figure 3 shows that the use of keyword 

description with user-item rating matrix 

greatly improves the performance of the 

collaborative filtering model. The 

collaborative filtering approach with 

keyword description has the lowest RMSE 

score of 0.59 which is significantly lower 

than the RMSE score of 0.86 of 

collaborative filtering. Moreover, using 

token based reformed description improves 

the performance of the collaborative model 

as opposed to processed descriptions which 

degrades the performance.  

The performance of each model is 

depicted in figure 4 (a)-(i). 
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(a)CBD Coverage                                           (b) CBR Coverage 

 

(c) CBDR Coverage                                            (d) CF Coverage 

  

(e) CFD Coverage                                                (f) CFR Coverage 

   

(g) CFDR Coverage                                                   (h) CBN Coverage 

 

(i) CFN Coverage 

Figure 4. Model Comparison 
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Figure 4(a)-(i) illustrates the ratings of 

books in the test data and the predicted 

ratings of each model. The X-axis 

represents ratings and the Y-axis shows the 

number of books. The blue graph represents 

the actual ratings of the test dataset, which 

are more interval values [1, 2, 3, 4, 5] and 

the graphs in yellow represent predicted 

ratings which are more continuous value 1-

5. There are 9 different performance 

graphs, one for each model. While 

reviewing this graph, one has to observe the 

density around each of the ratings 1, 2, 3, 4 

and 5. In the above graphs it is clearly seen 

that the CFD graph best replicated the 

original test data w.r.to. density distribution 

of ratings and it is concluded that the SVD 

model gives the best result when it is mixed 

with keyword-based description for rating 

predictions. 

Data storage has been a huge problem for 

any IT company as it requires investing in 

huge datacentres or using expensive cloud-

based services. Storing large corpus of 

product related textual data and tons of 

customer reviews are generated is essential 

as they can drive a business to success. 

Using the keyword-based technique 

proposed by our studies one can greatly 

reduce the text corpora helping the 

companies in data storage in an efficient 

way. Moreover, processing of huge text 

data requires expensive machines and 

architectures putting a lot of loads on 

resources. The proposed keyword-based 

technique ensures a computationally 

inexpensive process with less loads on 

resources. 

 

4.1. Limitations 

In the proposed hybrid recommender 

system, a 50:50 split of both content based 

and collaborative based filtering ratings has 

been considered for recommendation. 

However, this ratio does not consider which 

factor is more accountable for user taking 

an action. Therefore, this rating can be 

improved by considering this split based on 

users’ decision-making processes. 

Although we have fused multiple text 

information together directly, there can be 

a better approach of doing it like taking into 

consideration of which text actually causes 

the user to take better decisions.  

 

5.Conclusions 

This research is an attempt to improve the 

performance of collaborative filtering by 

the inclusion of item information such as 

description and item reviews. Performance 

improvement not only means improving the 

RMSE but also the computation time. 

Using keyword based reformed description 

improves the performance of the 

collaborative model as opposed to 

processed descriptions which degrades the 

performance. Moreover, using Yake to 

extract keywords and reconstruction of 

item description helps us to eliminate large 

amounts of textual data. Reducing the 

keyword set from the reviews based on the 

score given by the Yake tool also helps to 

eliminate the large corpus of reviews that 

may be available for an item. In the above 

report using item description with user-item 

rating matrix greatly improves the 

performance of the collaborative filtering 

table. The collaborative filtering approach 

with keyword description has the lowest 

RMSE score of 0.59 which is significantly 

lower than the RMSE score of 0.86 of 

collaborative filtering. In fact, in each of the 

three cases where item description is used 

with collaborative filtering the RMSE score 

improves. In future we can also try to 

leverage the item similarity based on the 

item latent features obtained using the SVD 

model. 
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