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Abstract 

 

Aim: To enhance the accuracy in classifying fake currency detection using Novel Random Forest Algorithm 

and Decision Tree Classifier. Materials and Methods: This study contains 2 groups such as Novel Random 

Forest Algorithm and Decision Tree Classifier. Each group consists of a sample size of 10 and the study 

parameters include alpha value 0.05, beta value 0.2. SPSS was used for predicting significance value of the 

dataset considering G-Power value 80%. Their accuracies are compared with each other using different sample 

sizes. Results and Discussions: The Novel Random Forest Algorithm with accuracy 80.5%, is more accurate 

than the Decision Tree Classifier with accuracy value 47.5% in classifying the fake currency notes with 

significance value 0.001 (p<0.05). Conclusion: The Random Forest Algorithm is significantly better than the 

Decision tree classifier in identifying fake notes. It can be also considered as a better option for the classification 

of fake currency. 
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1. Introduction 

 

In the banking sector, the greatest risk is the 

generation of fake coins. Most of the time, 

UltraViolet light is used to prove authenticity. The 

main features for detecting fake coins are the 

banknote value, ink stain, security thread, serial 

number, intaglio printing, watermark, reserve bank 

number field, marking, topography, micro-writing, 

as well as numbers and alignment. These key 

features include watermark, ink blot, security 

thread, topography, numbers and location, and 

micro-writing. (National Research Council et al. 

2002) However, the following steps generally need 

to be performed by researchers for machine 

evaluation. Recursive feature elimination is used to 

choose either the best or worst performing feature 

and a repeatedly pruned set is performed. Fake 

currency perceived judgment can be made precise 

and effective using the algorithm. This recursive 

feature elimination uses a part of linear regression. 

The correct extraction feature is selected and 

trained with the Random Forest algorithm (RFA). 

(Radbruch 2013) Transformation of the original 

input set to higher dimensional feature space is 

done using the kernel function of RFA (Bhatia et 

al. 2021), in order to use the hyperlink which is 

required for the RFA algorithm. The advantage of 

RFA is that it requires less training data when 

compared to other models. The detection of 

currency notes data sets improves the accuracy by a 

greater rate. The proposed algorithm helps in 

improving the accuracy of fake notes. (National 

Research Council et al. 2002; Bartram and 

Ballance 2020). The fake currency detection is 

applicable in the Reserve Bank of India and other 

banking sectors. Fake currency detection is a 

serious problem that affects almost every country's 

economy, including India's. Currency duplication, 

also known as counterfeit currency (United States. 

Secret Service 1975), is a serious economic threat. 

Because of advances in printing and scanning 

technology, it is now a common occurrence.  

There are about 34 articles in IEEE Xplore and 10 

in Scopus related to this study. RFA is derived 

from the usage of sequential data information (Shu 

and Liu 2019). The detection of currency and 

image recognition based on deep learning was 

performed. Analysis of fake currency detection 

techniques for classification models were 

developed. The Report was prepared on fake 

currency detection using Image Processing 

Method. Automatic Cash Deposit Machine was 

developed and Currency Detection was 

implemented with the help of Fluorescent and UV 

Light (Bátiz-Lazo 2018). The Fake currency 

detection using feature extraction was reviewed 

elaborately (Bleay, Croxton, and De Puit 2018).Our 

team has extensive knowledge and research 

experience  that has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

Some datasets are intended for theoretical research 

rather than processing for real-world applications. 

The drawback is that defining the boundaries 

between the fake notes and original notes is 

extremely difficult. Because most existing standard 

feature extraction processes are designed for short-

term analysis, researchers created their own feature 

set. (U. s. Department of Justice 2014). The aim is 

to improve accuracy in detection of the fake 

currencies. 

 

2. Materials and Methods 

 

The number of required samples in research are 

two in which group 1 is RFA compared with group 

2 of DTC Classifier. The samples were taken from 

the device and iterated 10 times to get desired 

accuracy with G-power 80%, threshold 0.05% and 

CI 95%. A dataset consisting of a collection of 

booknotes was downloaded from the Data sci-hub 

repository (Datopian 2014) and the comparative 

study of the two groups of algorithms is made for 

improving accuracy in fake currency detection.  

The data collection is taken from the open source 

access website IEEE-dataport.org that is used for 

software effort estimation using Novel Random 

Forest and Decision Tree technique. The open 

access dataset consists of 108 rows and 10 

columns. The Jupyter software with windows 10.1 

system has been used to develop this software 

effort estimation. The proposed system uses two 

groups: the Novel Random Forest and Decision 

Tree technique where these algorithms are fitted 

into the dataset which is then tested and trained for 

the process of estimating the software effort where 

the cost estimation and the time estimation is 

known. 

 

Novel Random Forest Algorithm 

A Novel Random Forest Algorithm (RFA) is often 

used in the fake currency to predict future profits. It 

has a big effect on economic system forecasting. 

So, the program predicts the fake notes. 

  

Pseudocode for Novel Random Forest 

Algorithm 

Input: Training dataset K. 

Output: A class of testing dataset 

https://paperpile.com/c/n3plvx/mYh0h+fddzS+wXywO+XwJ1o+uLCoz+rlAbn+frn7E+sftKp+VZYyX+dxtJc
https://paperpile.com/c/n3plvx/mYh0h+fddzS+wXywO+XwJ1o+uLCoz+rlAbn+frn7E+sftKp+VZYyX+dxtJc
https://paperpile.com/c/n3plvx/mYh0h+fddzS+wXywO+XwJ1o+uLCoz+rlAbn+frn7E+sftKp+VZYyX+dxtJc
https://paperpile.com/c/n3plvx/mYh0h+fddzS+wXywO+XwJ1o+uLCoz+rlAbn+frn7E+sftKp+VZYyX+dxtJc
https://paperpile.com/c/n3plvx/mYh0h+fddzS+wXywO+XwJ1o+uLCoz+rlAbn+frn7E+sftKp+VZYyX+dxtJc
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Step 1: Choose K data points at random from the 

training set. 

Step 2: Create decision trees for the data points 

you've chosen (Subsets). 

Step 3: Choose a N for the number of decision 

trees you want to make. 

Step 4: Repeat of Steps 1 and 2. 

Step 5:Find the forecasts of each decision tree for 

new data points, and allocate the new 

data points to the category with the most votes. 

 

Decision Tree Classifier 

Decision Tree is a supervised learning strategy for 

tackling classification and regression problems, but 

it is most typically employed for classification 

problems (Irizarry 2019). Internal nodes contain 

dataset attributes, branches represent decision rules, 

and each leaf node provides the result in this tree-

structured classifier that incorporates image 

processing. 

 

Pseudocode for Decision Tree Classifier 

Input: K is the training dataset. 

Output:A class of testing dataset 

Step 1: Start with the root node, which holds the 

entire dataset, explains S. 

Step 2: Using the Attribute Selection Measure, find 

the best attribute in the dataset (ASM). 

Step 3: Subdivide the S into subsets that contain 

the best attribute's possible values. 

Step 4: Create the node of the decision tree that has 

the best attribute. 

Step 5: Create additional decision trees in a 

recursive manner using the subsets of the dataset 

obtained in step 

3. Continue this process until the nodes can no 

longer be classified, at which point the final node is 

referred to as a leaf node. 

 

Recall that the testing setup includes both hardware 

and software configuration choices. The laptop has 

an Intel Core i3 7th generation CPU with 12GB of 

RAM, an x86-based processor, a 64-bit operating 

system, and a hard drive. Currently, the software 

runs on Windows 10 and is programmed in Python. 

Once the program is finished, the accuracy value 

will appear. Procedure: Wi-Fi laptop connected. 

Chrome to Google Collaboratory search Write the 

code in Python. Run the code. To save the file, 

upload it to the disc, and create a folder for it. Log 

in using the ID from the message. Run the code to 

output the accuracy and graph. 

 

Statistical Analysis 

The proposed system utilized 10 iterations for each 

group with predicted accuracy noted and analyzed. 

Independent samples t-test was done to obtain 

significance between two groups. In fake currency 

detection parameters are independent variables and 

fake prediction is dependent variable. 

 

3. Results 

 

Table 1 shows the accuracy value of iteration of 

RFA and DTC. Table 2 represents the Group 

statistics results which depicts RFA with mean 

accuracy of 65.50%, and standard deviation is 

3.028. DTC has a mean accuracy of 47.50% and 

standard deviation is 3.028. Proposed RF algorithm 

provides better performance compared to the LR 

algorithm. Table 3 shows the independent samples 

T-test value for RFA and DTC with Mean 

difference as 8.1, std Error Difference as 0.67. 

Significance value is observed as 0.001 (p<0.05). 

Fig. 1 shows the bar graph comparison of mean of 

accuracy on RFA and DTC algorithm. Mean 

accuracy of RFA is 65% and DTC is 47%. 

 

4. Discussion 

 

In this study, detecting fake currency using the RF 

algorithm has significantly higher accuracy, 

approximately 65% in comparison to DTC 47%. 

RFA appears to produce more consistent results 

with minimal standard deviation. 

The similar findings of the paper had an accuracy 

of 65% with RFA which was used to detect the 

currency. The proposed work of reported RFA has 

65% accuracy which is used to predict the accuracy 

of fake currency notes and performance of fake 

notes. The work proposed by Rathore 2020 shows 

the RFA has a better accuracy of 65%. DTC is a 

parameter to measure fake currency which is used 

in both traditional and modern methods as per their 

research it opposes DTC has highest accuracy and 

DTC will get least accuracy compared to other 

machine learning techniques (Council of Europe 

2007) which ranges between 60% when compared 

to other machine learning algorithms will get more 

accuracy than this (Harvard Business Review et al. 

2019). By using RFA for forecasting fake currency 

it will have key issues to pretend (Mehta, Pandya, 

and Kotecha 2021) in this paper shows RFA has 

the least accuracy of 47%. Increasing the dataset's 

value only tends to get desired accuracy. RFA 

performs better with a combination of other 

machine learning algorithms (Ireton and Posetti 

2018). 

The limitation of this research is that appropriate 

results are not obtained for smaller data, and also 

not all the parameters are considered for training. 

The future scope of proposed work will be 

prediction of stock price based on classification 

using class labels with lesser time complexity. 

 

5. Conclusion 
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In this research, detection of the fake currency 

notes was implemented using the RFA and DTC. 

The accuracy value of the RFA is 65% whereas the 

accuracy value of DTC is 47%. The quality of 

detecting fake notes accuracy using RFA appears to 

be better than DTC. 
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Tables and Figures 

 

Table 1.Comparison of accuracy values of Random Forest Algorithm and Decision Tree Classifier in various 

iterations 

S.NO RFA DTC 

1 65 47 

2 64 46 

3 63 45 
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4 62 44 

5 61 43 

6 60 42 

7 59 41 

8 58 40 

9 57 39 

10 56 38 

 

Table 2. Group Statistics Results- RFA has an mean accuracy (65.50%), std.deviation (3.028), whereas for 

DTC has mean accuracy (47.50%), std.deviation (3.028). 

Group Statistics 

 

 

Accuracy 

 Groups N Mean Std deviation 
Std. Error 

Mean 

RFA 10 65.50 3.028 .957 

NFA 10 47.50 2.057 .896 

 

Table 3. The Independent sample t-test of the significance level RFA and DTC algorithms results with two 

tailed significant values (p=0.001). 

 

 

 

Accuracy 

Independent Samples Test 

Levene’s Test for Equality of Variances T-test for Equality of Means 

F Sig t df 
Sig(2-

tailed) 

Mean 

Difference 

Std.Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Equal 

variances 

assumed 

0.000 1.000 13.294 18 0.001 18.000 1.354 15.155 20.845 

Equal 

variances not 

assumed 

  13.294 18 0.001 18.000 1.354 15.155 20.845 

 

Fig. 1. Bar Graph showing Comparison on mean accuracy of RFA (65%) is better than the DTC (47%). X-

axis:(GROUPS) RFA vs DTC algorithm and Y-axis: Mean Accuracy with 2 SD. 

 

 


