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Abstract—  

The classification of plant species used in herbal medicine is one of the most popular 

applications of machine learning, deep learning and image processing. There are countless 

species of plants, some of which have therapeutic benefits, in the world. Herbal, Ayurvedic, 

and Traditional Medicine all make heavy use of medicinal herbs in their production. Among 

the different methods for identifying plants and herbs is leaf identification, thus it is essential 

to accurately examine and classify plant leaf. The leaves are sorted into groups based on their 

shape and size. The automatic identification system for medicinal plants described in this paper 

will help people in the community learn more about these plants. This paper presents a CNN 

model to classify 45 different classes of medicinal leaf, and found accuracy of 93.53% after 50 

number of epochs. 
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I. INTRODUCTION  

Medicinal plants have properties that make 
them beneficial for organically healing 
diseases. In the majority of the world, 
conventional medicine is still the norm. 
Herbal plants have leaves, stems, or roots 
that can be utilized to make modern or 
traditional medicines. The vast majority of 
the time, you will find these plants growing 
on hills or in forests. The leaves of different 
herbs can provide a wealth of information 
about the plants themselves. In the natural 
world, there are a great many plants that are 
used for medical and aromatic purposes, and 
these plants can be found in abundance. The 

growth pattern of medicinal plants is 
typically used as the foundation for 
classifying the plants. Trees, shrubs, herbs, 
annuals, biennials, tubers, rhizomes, and 
climbers are all possible forms for this 
plants. 

 We are becoming more disconnected 
from nature as a result of the increasing 
technological sophistication of our way of 
life. Despite the fact that we want to get away 
from nature, we just can't because we are a 
part of it. Herbal remedies have no known 
adverse effects, are non-toxic to humans or 
the environment, and are easily accessible in 
their original habitats because they are all-
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natural products. In traditional medicine, a 
wide variety of herbs are employed in the 
treatment of conditions that are directly 
associated with particular times of the year. 
In order to prevent the loss of human life, it 
is necessary to raise awareness about them. 

For our continued existence, humans are 
greatly dependent on plants. A handful of 
them not only give us food and oxygen but 
also have medicinal properties that can treat 
numerous diseases. More than 8,000 
indigenous plants to India have been shown 
to have promising clinical applications, 
including the treatment of neurological 
disorders, leukoderma leprosy, diarrhea, and 
many other conditions. Research on 
medicinal plants has been ongoing for a 
while because the medications made from 
them are more affordable and have no 
potential adverse effects. Several plants also 
have anti-colorectal cancer qualities that 
tend to be more effective than the 
conventional chemotherapy treatment [3]. 
Plant-based medications have also shown 
promise in treating conditions such 
as obesity [2] and the COVID-19 infection 
[4]. 

Several studies and works in this field have 
improved plant species identification. We 
used the CNN model, in order to achieve the 
best possible results in the computer vision-
based processes of categorization and 
recognition. In total, this study employed 
4795 images of leaves from 45 different 
categories. The primary objective of this 
study is to design a system for the 
classification of the leaves of medicinal 
plants utilising a CNN-based model that has 
been developed specifically for this purpose. 

II. REVIEW OF RELEVENT WORK 

This section provides a discussion of the 
numerous methods that can be used to 
identify and categorize plant species based 
on photographs of their leaves..  

In this study [1], Author employed three 
separate optimizers named Adam, Nadam, 
and RMSProp. Each of these optimizers has 
a unique learning rate. When compared to 
Nadam and RMSProp, Xception 
Architecture with the Adam optimizer and a 

learning rate of 0.0001 achieves 99% 
accuracy with dataset of 11 tomato disease 
classes. This work [5] is able to achieve 
99.66% accuracy on the test set and an 
average accuracy of 99.9% using pre-trained 
models like, ResNet50 InceptionV3, and 
MobileNetV2. The medicinal leaf dataset, 
which comprises of 30 classes.  

This article [6] details a method for 
transfer learning. Out of six supervised 
learning algorithms, the average 
performance of DenseNet201 was noted 
87%, with GoogLeNet performing at the 
bottom at 79%. Automatic recognition of 
medicinal plants is accomplished in this 
work [7] using machine learning and 
computer vision. We gathered the leaves of 
24 medicinal plants. A total of 9 
characteristics were retrieved from each leaf, 
and the best classification accuracy of 90.1% 
came from a random forest algorithm 
utilizing a 10-fold cross-validation 
procedure. 

 A classification strategy for medicinal 

plant leaves is proposed in this [8] study. 

With the help of the SVM classifier, the 

method classified the medicinal plant leaves 

based on their 10 shape and 5 texture 

features. We tested the classifier on 12 

image sets of leaves from different 

medicinal plants, and it was able to correctly 

identify them 93.3% of the time on average. 

 This paper [9] examines feature vectors 

from a green leaf's front and back, as well as 

morphological traits, to discover the best 

combination of features for recognition. A 

blend of feature vectors from this work, 

expanded to include identification by dried 

leaves, has yielded identification rates 

exceeding 94%. 

Twenty leaves from 40 different species 

were examined for different characteristics. 

A csv file for Excel is used in processing. 

The object's geometry, colour, and texture 

are examined by Weka's pre-processing and 

visualisation tools. Identification feature 

values are determined by this investigation 

[10]. Six colour characteristics were left out 

of the 12 on the front side. Leaf 
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classification is best performed using mean-

standard deviation HSV colour planes. 

 

The proposed approach [11] classifies 

medicinal plants using textural properties 

that strongly affect leaf patterns. The 

suggested method involves categorization, 

feature extraction, and image improvement. 

Smartphone photos are processed to obtain 

leaf properties and compare them. Finally, a 

60%-accurate automatic classifier was 

created using the K-nearest neighbor (KNN) 

classifier. 

 

Researchers Yigit E and others [12] 

classified the leaves using a variety of 

artificial intelligence strategies, including 

artificial neural networks, KNN, SVM, and 

a few other artificial intelligence methods. 

The results of the experiment demonstrated 

that the SVM performed significantly better 

than the other classifiers that were 

evaluated.  

 

Forty plant species are examined in this 

study [13], with Ayurvedic plant 

identification techniques being used; twenty 

image samples are collected for each 

species. This strategy makes use of the 

Support Vector Machine as well as the 

Multilayer Perceptron. Following the 

preprocessing step, the colour, morphology, 

and texture of the leaf become visible. When 

Multilayer Perceptron is utilised, the 

accuracy of the system's outputs is increased 

to 94.5 percent. 

 

Pearline, et al [14] extracted features and 

trained machine learning classifiers using 

deep learning and conventional approaches. 

Folio, Swedish Leaves, and Flavia employ 

LBP (local binary pattern, Hu moments, 

Color channel statistics, Haralick texture 

feature linear discriminant analysis, (KNN) 

k-nearest neighbour classifier, bagging 

classifier, and Logistic Regression 

classifier. Bagging, Logistic Regression, 

Local Binary Pattern, Haralick texture 

feature, Hu moments Color channel 

statistics, and others are used. The 

investigation was 95% accurate. 

 

This work makes use of the K-Nearest 

Neighbor classifier, as well as grey scaling, 

thresholding, and filtering. Munisami, et al. 

[15] When compared to the datasets from 

Folio, the system provides accuracy and 

testing with a precision of 83.5 percent far 

more quickly.  Leaves are recognizable 

using the image processing methods [16–

21]. The history that led to this assertion is 

detailed down below. To begin, the majority 

of plants used for medicinal purposes are 

found in dense forests and have leaves that 

are very similar. If someone picks the wrong 

plant, they run the risk of contracting a 

terrible sickness that could ultimately be 

fatal. There are a variety of techniques that 

can be used to identify plants. There is a high 

potential for making mistakes when 

manually identifying plants [16]. In order to 

circumvent this issue, researchers developed 

a method known as automatic system 

identification [17]. Various researchers are 

currently identifying plant illnesses, 

segmenting leaves, and assessing the quality 

of leaves. The colour and shape of the leaves 

of medicinal plants can, according to [18], 

be used to categorise the plants themselves. 

An accuracy of 96.66% was achieved by a 

Support Vector Machine classifier when 

applied to a dataset with optimised feature 

sets. A method of identifying plants that is 

based on their leaves was reported in [19]. 

Edge detection was performed on fifty 

medical photos sourced from Google 

Images. The texture patch that CNN 

generated was used for classification, and 

the results showed that it had an accuracy of 

97.80 percent. The various fungal infections 

that might affect sugarcane leaf are 

categorised [20]. Using a triangle threshold, 

sugarcane leaves were successfully 

classified at a rate of 98.60% accuracy. [21] 

presented a CNN-based method for the 

classification of leaf images. 98.32% of the 

12,673 soybean leaf samples can be 

classified using LeNet. 
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 Using the leaf's characterised form, colour, 

and texture, this research proposes a 

classification scheme for the leaf. Cellular 

automata filter performs the initial 

processing [22]. The use of Region-of-

Interest Segmentation and Histogram 

Equalization. This system is an integration 

of several different machine learning 

methods, including fuzzy vector machine, k-

nearest neighbour (KNN and, support vector 

machine (SVM).  

 

A description of an institution in Romania 

that recognises medicinal plants is provided 

in [23]. They examined colour and grayscale 

images (GL). LDA + PCA accuracy is 

92.9%. 

The authors propose a fuzzy logic-based 

segmentation method for plant disease 

control [24]. They used ML classifiers to 

combine colour texture and histogram data. 

Random forest classifier scores 98.4%. [25] 

suggested categorising plants by leaf surface 

images using Local Binary Patterns (LBP). 

ML removed salt and pepper noise and 

extracted textural information. They scored 

93.5 percent. 

 

The literature reviewed presents use of 

classical machine learning, ANN, CNN and 

other image processing based approaches to 

classify the leaf images and found useful for 

classification of leaf on the basis of various 

features. All the approaches provide fruitful 

outcomes to classify and identify plants on 

the basis of leaves. This paper presents a 

convolutional neural networks model 

approach to classify 45 different leafs. 

 

III. METHODOLOGY  

 
This work develops the CNN model and uses 
the Sequential () class to instantiate a 
sequential model. Once that's done, 
convolutional, pooling, and dense layers can 
be added with the help of the add()method 
and the Conv2D(), MaxPooling2D(), and 
Dense()classes, respectively. A method for 
increasing the variety of your training set by 
randomly applying modifications to the 

images, such as resizing, rescaling, rotating, 
flipping, and contrasting the images. These 
are the Keras preprocessing layers, and they 
are utilised for data augmentation. Create a 
new layer node by calling a layer on this 
inputs object. Create a Model by defining its 
inputs and outputs in the layer graph. 
Examine the model summary by plotting the 
model as a graph as shown in figure 1. 

 An SGD technique known as Adam 

optimization seeks to achieve optimal 

performance through the adaptive 

estimation of first- and second-order 

moments. Thus Adam optimizer is used in 

this model. To facilitate the training process, 

the data was first split into a training set and 

a test set. In order to train the model, we used 

80% of the leaf images and 20% for testing. 

After training the model for a total of 50 

epochs, both the accuracy and the loss of the 

model during training and validation were 

analysed and plotted. 

 

 

Figure 1Model Summery plotted in 

graphical form 

Above figure represents the layered 

architecture of the CNN model for the 

classification of leaf images.  
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IV. RESULTS AND DISCUSSION 

This particular study only looked at the 
leaves of 45 different medicinal plants, 
however there are millions of different kinds 
of plants and herbs used for therapeutic 
purposes around the world. The dataset 
utilised in this work are open source 
platforms as Mendeley dataset [26,27] and 
kaggle platform. Few images were collected 
from internet and clubbed that images with 
existing dataset. 

In this study, medicinal plant leaves 
classification model using a convolutional 
neural network is developed. The dataset 
contains 45 different types of medicinal plant 
leaf, the distribution of images in each class 
is represented as shown in figure 2. 

 

Figure 2 Image distribution plot for 45 

classes of database 

 The plot of training and validation 
illustrated as shown in figure. 3, representing 
loss and accuracy of both training and 
validation after 50 epochs.  

 

Figure 3 Validation and training Loss plot 

Vs epochs  b) Validation and Accuracy plot 

The methodology that has been proposed is 

significantly more efficient and effective 

than the one that has been detailed in the past 

[6,7,8,11,15,23,25]. In addition to this, it is 

consistent, satisfies requirements, and is an 

improvement over the current classification 

of medicinal plant leaves. Table 1 presents 

the results of a comparison examination of 

the suggested technique with the currently 

available works. The results obtained in this 

work are for 45 different classes and number 

of images in the dataset are also differ thus 

this comparison may differ when same 

dataset is utilized for classification purpose. 

Methodologies used are also differ along 

with the preprocessing before training, thus 

actual results obtained in this work are 

effectively sufficient for classification of the 

medicinal plant leaves. The training and 

validation loss obtained are 13.13% and 

23.08% respectively. Training accuracy of 

95.52% and resultant validation accuracy 

found to be 93.75%.  

 

Table 1 Comparison of previous work 

Ref. 

No 

Classifier Accuracy 

[6] DenseNet201, 

GoogleNet 

87 % 

79 % 

[7] Random forest 91.1 % 

[8] Support vector 

machine 

93.3 % 

[11] KNN 60 % 

[15] KNN 83.5 % 

[23] LDA + PCA 92.9 % 

[23] LBP 93.5 % 

This 

work 

CNN 93.75 % 

 

After successfully training the prediction 

results obtained for random image is 

depicted in figure 4 which represents 

accuracy of 99.96 % for Mexican mint leaf 

image. 
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Figure 4 Random predicted Image with 

accuracy 99.96 % 

 

V. CONCLUSION 

Within the scope of this investigation, we 
build a convolutional neural network for the 
categorization of the leaves of medicinal 
plants. In this study, we use the leaves of 
medical plants to build a convolutional 
neural network for classifying them. A test is 
done on the size (256 x 256) of the dataset 
for classifying the leaves of medicinal plants. 
With 50 epochs, the accuracy was 93.75% 
and was well-organized. Automatic plant 
recognition is most difficult when leaf 
images are taken in complex backgrounds. 
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