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Abstract 

 

Aim: The research work aims to improve the accuracy of the information extraction and digitalization of human 

handwritten character documents using Decision Trees with machine learning algorithms. Materials and 

Methods: The categorizing is performed by adopting a sample size of N=20 in the Decision Tree and sample 

size of N=20 in Random Forest algorithms. Results: Novel Decision Tree delivered significant results with 

95.00% accuracy, compared to Random Forest 93.33% accuracy. Novel Decision Tree and Random Forest 

statistical significance is p = 0.57 (p < 0.05). The Independent sample T-test value states that the results in the 

study are significantly not achieved with a 95% confidence level. Conclusion: Information extraction and 

digitalization of human handwritten character documents with the Novel Decision Tree provides better accuracy 

than the Random Forest algorithm. 
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1. Introduction 

 

 The recognition of handwritten characters 

is a part of computer vision and pattern recognition 

research. (Mainkar et al. 2020) A human being's 

intelligence, learning skills, and interpretation 

abilities help him to understand different forms of 

handwriting. (Dessai and Patil 2019) People can 

easily identify letters and printed records. It is 

much more difficult to identify ancient documents, 

especially those written in many different 

languages and with a variety of handwriting styles. 

(Raundale and Maredia 2021) To overcome this 

challenge, a method that can be used is converting 

handwritten characters into a machine-readable 

format with the help of some effective methods, 

techniques, and machine learning algorithms. A 

wide range of applications exists for human 

handwriting recognition, such as recognizing postal 

addresses, bank check amounts, forms, and 

handwritten paper documents (Oktaviani et al. 

2020). 

 

Human handwritten character recognition 

documents were implemented by many researchers. 

There were around 495 Conferences, 20 Journal 

articles were published in IEEE, and 85 papers in 

Science direct. (Dessai and Patil 2019) Handwritten 

Character Recognition is one of the most difficult 

areas of study for pattern recognition and image 

processing. (Negi and Rao 2019) The research also 

proposes Convolutional Neural Network methods, 

along with Visual Attention Network approaches, 

are used to recognise Telugu handwritten 

characters. (Raundale and Maredia 2021) Data can 

be transferred from paper documents into a digital 

storage system by scanning them and storing them 

as images. But the difficulty arises when we need 

to re-use this data since it becomes difficult to 

interpret particular data from these documents. 

(Raundale and Maredia 2021; Bhagyasree, James, 

and Saravanan 2019) OCR is the identification of 

human handwritten documents and printed 

documents using the computer. Pattern Recognition 

and optical character recognition use Handwritten 

Character Recognition. It has a wide variety of 

applications in different fields. Handwritten 

Character Recognition helps significantly to the 

advancement of automation and is relevant in the 

areas of tax filings, medical prescriptions, and bank 

checks. Reading written or printed documents is 

easy for humans, this ability can be induced in the 

machine using Optical Character Recognition 

technique (Shelke and Apte 2016). 

 

Our institution is keen on working on 

latest research trends and has extensive knowledge 

and research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The biggest challenging problem in the 

recognition of a wide variety of human handwritten 

characters is that every individual has different 

sizes and styles. Additionally, there are a variety of 

other factors that create differences in human 

handwriting, such as connected components, multi-

oriented letters, overlapping characters, skewness 

of text lines, and pressure points among other 

factors. Several scripts have intrinsic variations. 

Even a simple character can be written differently. 

Thus, recognizing a particular handwritten 

character is a challenging task. Nowadays, machine 

learning algorithms are able to recognize human 

handwritten character documents in several ways 

and convert them into digitalized documents, which 

are in a variety of handwriting styles. 

 

2. Materials And Methods 

 

 This research was conducted in the Image 

Processing Laboratory of the Saveetha School of 

Engineering, an institute under the Saveetha 

Institute of Medical and Technical Sciences. The 

algorithms are evaluated using two group 

classifiers, Decision Tree and Random Forest 

which are used to convert human handwritten 

character documents into digitalization (BahetiI 

2013; Rath and Manmatha 2007; Sunderiyal and 

Yadav 2013)). The Decision Tree technique is used 

in Group 1 with a sample size of 20. The Random 

Forest technique is used in Group 2 with a sample 

size of 20. Using G power, 20 Sample sizes and a 

total of 40 sample sizes are carried out with 95% 

confidence and 80% pretest power. 

 

An Intel Core i5 CPU, 8GB Random 

Access Memory, 512GB Solid State Drive, X64 

based processor, and 64Bit operating system are 

used in the hardware configurations. Windows 10 

and a jupyter notebook with the Python 

programming language were used as software 

configurations. IBM Statistical Package for the 

Social Sciences (SPSS) is used to implement and 

predict it.  

 

This study used the "A_Z Handwritten 

Alphabets dataset" from www.kaggle.com. English 

alphabets are Dependent variables and their styles, 

strokes, and sizes are Independent variables. It was 

compared for more accuracy scores and less loss 

values for choosing the best algorithm suitable for 

the digitalization of human handwritten characters 

into digitalized documents (Noubigh, Mezghani, 

https://paperpile.com/c/o1RlUw/0Qym
https://paperpile.com/c/o1RlUw/y23U
https://paperpile.com/c/o1RlUw/WEgD
https://paperpile.com/c/o1RlUw/IoDp
https://paperpile.com/c/o1RlUw/IoDp
https://paperpile.com/c/o1RlUw/y23U
https://paperpile.com/c/o1RlUw/92re
https://paperpile.com/c/o1RlUw/WEgD
https://paperpile.com/c/o1RlUw/WEgD+kK33
https://paperpile.com/c/o1RlUw/WEgD+kK33
https://paperpile.com/c/o1RlUw/TNubs
https://paperpile.com/c/o1RlUw/WH00K+wQKv7+DMWSx+pBpRF+Qwmty+2I2nU+SGDuo+LPDa8+FoAYl+TWNjF+uG88F
https://paperpile.com/c/o1RlUw/WH00K+wQKv7+DMWSx+pBpRF+Qwmty+2I2nU+SGDuo+LPDa8+FoAYl+TWNjF+uG88F
https://paperpile.com/c/o1RlUw/WH00K+wQKv7+DMWSx+pBpRF+Qwmty+2I2nU+SGDuo+LPDa8+FoAYl+TWNjF+uG88F
https://paperpile.com/c/o1RlUw/WH00K+wQKv7+DMWSx+pBpRF+Qwmty+2I2nU+SGDuo+LPDa8+FoAYl+TWNjF+uG88F
https://paperpile.com/c/o1RlUw/WH00K+wQKv7+DMWSx+pBpRF+Qwmty+2I2nU+SGDuo+LPDa8+FoAYl+TWNjF+uG88F
https://paperpile.com/c/o1RlUw/WH00K+wQKv7+DMWSx+pBpRF+Qwmty+2I2nU+SGDuo+LPDa8+FoAYl+TWNjF+uG88F
https://paperpile.com/c/o1RlUw/72QgM+7wirA+qG00K
https://paperpile.com/c/o1RlUw/72QgM+7wirA+qG00K
https://paperpile.com/c/o1RlUw/72QgM+7wirA+qG00K
https://paperpile.com/c/o1RlUw/dn2E8
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and Kherallah 2020). 

 

Decision Tree 

Novel Decision Trees are decision-making 

tools that utilize a tree-like model of alternatives 

and prospective outcomes, such as chance event 

outcomes, usable resource costs, and utility. It is 

one way of showing an algorithm that mainly 

consists of conditional control statements. Decision 

trees are frequently used in operations research, 

specifically in decision analysis and operation 

management, to help in finding the most likely 

approach to achieving a goal. Indecision analysis, a 

selection tree, and the influence diagram are used 

as visual and analytical decision support tools. 

Each internal node represents a "test" on an 

attribute, each branch shows the test's outcome, and 

each leaf node represents a class label. Because of 

the great preferred version or online choice version 

set of rules, the pathways from root to leaf indicate 

classifications rules, and options must be made 

online with no recall under insufficient knowledge. 

Because of the good wanted version or online 

choice version set of rules, the Decision Tree must 

be mirrored by a chance version. It is a descriptive 

method of estimating conditional probabilities. 

 

Pseudocode for Decision Tree 

Step 1 : Keras Library has been used to import the 

essential classes, Such as Sequential, Dense,  

 Flatten, Conv2D, MaxPool2D, and 

Dropout 

Step 2: Import the dataset as alphabets.csv 

Step 3: Analyze the handwritten alphabets stored in 

images.  

Step 4: After loading the dataset, it was splitted 

into training and testing samples. 

Step 5: Preparing the data for training by using a 

NumPy array data and reshaping it. 

Step 6: Imported relevant libraries and modules. 

Next, we splitted the data into half training and  

 half testing using the function 

train_test_split. 

Step 7: The model is trained and tested to ensure 

accuracy. 

Step 8: Import train_test_split into the coding. 

Step 9: We use Decision Tree algorithms as a 

classifier and make predictions to print a 

 Decision Tree Classification Report and 

Accuracy Score. 

 

Random Forest 

 Random forests are enhanced decision tree 

models that provide supervised learning. Random 

forests use a large number of decision trees that 

work together to predict the outcome of a class, 

with the final prediction based on the class with the 

most votes and correcting the decision tree's 

tendency to adapt to their training set. Random 

forests outperform decision trees on average, 

although their accuracy is lower than that of 

gradient-enhanced trees. There are multiple ways 

for selecting a division in a decision tree based on a 

regression or classification problem, and the 

features of the data might influence their 

performance. Because of the poor association 

among trees, random forests have a low error rate 

when compared to other models. Our random forest 

model was trained in a grid search using various 

parameters, such as altering the number of 

estimators, to discover the best model that can 

reliably predict the outcome. Random forests 

represent a shift towards bagged decision trees to 

create a large number of decor-related trees to 

improve predictive performance and to have few 

hyperparameters. Many random forest 

implementations are available. Random forests 

produce an average predictive value as a result 

throughout the regression process. 

 

Pseudocode for Random Forest 
Step 1 : Keras Library has been used to import the 

essential classes, Such as Sequential, Dense,  

 Flatten, Conv2D, MaxPool2D, and 

Dropout 

Step 2: Import the dataset as alphabets.csv 

Step 3: Analyze the handwritten alphabets stored in 

images.  

Step 4: After loading the dataset, it was splitted 

into training and testing samples. 

Step 5: Preparing the data for training by using a 

NumPy array data and reshaping it. 

Step 6: Imported relevant libraries and modules. 

Next, we splitted the data into half training and  

 half testing using the function 

train_test_split. 

Step 7: The model is trained and tested to ensure 

accuracy. 

Step 8: Import train_test_split into the coding. 

Step 9: We use Random Forest algorithms as a 

classifier and make predictions to print a Random  

 Forest Classification Report and 

Accuracy Score. 

 

Statistical Analysis 

The datasets are prepared in SPSS using a 

sample size of N=20 for Decision Tree along with 

Random Forest. The testing variable is specified as 

GroupID, Accuracy, and Loss. GroupID for 

Decision Tree is Group 1 and Group 2 for Random 

Forest. Group Statistics is used for the Statistical 

Package for the Social Sciences (SPSS) dataset. By 

performing the statistical analysis of group 

statistics, By using Decision Tree and Random 

Forest, we evaluate the accuracy and loss of 

https://paperpile.com/c/o1RlUw/dn2E8
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information extraction and digitalization of human 

handwritten documents (Tabassum et al. 2021). 

 

3. Results 
 

The Decision Tree algorithm is used to 

develop a system that automatically classifies 

without the need for human intervention. Each 

algorithm's performance is measured using metrics. 

After performing the training and classification 

operations with the collected dataset, because of 

the initialization of a sample size of N=20, the 

accuracy value changes with the duration of the 

running time and provides the accuracy and loss for 

the period. The Decision Tree algorithm analyzes 

the data of each alphabet character individually and 

provides the final result, which performed better 

than the Random Forest algorithm. This analysis 

only uses the bare minimum preprocessing required 

to execute the algorithm, however this research 

takes it to the next level, resulting in higher 

accuracy and less loss, which has proven that the 

Novel Decision Tree is better than Random Forest.

  

Table1 represents the N=20 samples of the 

dataset for Decision Tree with gain accuracy (%) 

and loss reduction (%) and Random Forest with 

gain accuracy (%) and loss reduction (%). 

Table 2 represents a comparison of the 

accuracy and loss of information extraction and 

digitalization of human handwritten character 

documents of Decision Tree and Random forest. 

The Decision Tree algorithm got the highest 

accuracy of 95.00% and the lowest loss of 1.33%. 

Random Forest had the lowest accuracy of 93.33% 

and the highest loss of 2.34%. 

Table 3 represents the independent sample 

test is used to determine significance and standard 

error. A p value of less than 0.05 was considered 

statistically significant, and 95% confidence 

intervals were calculated. The p value is 0.57, the 

mean difference is 1.67, and the confidence interval 

is (0.65 - 0.06). Decision Tree and Random Forest 

are significantly different. 

 

4. Discussion 

 

The prediction of a word and identifying the 

word accuracy were aimed in this work. The 

overall results show that there exists some 

differences observed in the accuracy and loss 

values of the models used in this analysis. The 

Novel Decision Tree showed a better accuracy of 

95.00% than the Random Forest accuracy of 

93.33% in information extraction and digitalization 

of human handwritten documents. There is a 

statistically significant difference in the accuracies 

of the two algorithms in the innovative digitization 

of human handwritten character documents, with a 

p = 0.57 (p<0.05 Independent Sample t-Test) states 

that the results in the study are significantly not 

achieved with a 95% confidence level. 

(Darmatasia and Fanany 2017) presented a 

methodology and a machine learning model for 

handwritten characters on form paper documents. 

The learning model is based on Convolutional 

Neural Networks and Support Vector Machines as 

a high-end classifier. The output of the system is 

converted into editable text. Preprocessing, 

segmentation, and character recognition are all 

handled by a single system. Ten separate test form 

papers are correct to 83.37%, according to the 

system. (Alkhateeb, Turani, and Alsewari, 2020) 

uses machine learning and deep learning 

methodologies to recognise Arabic handwritten 

text. They conducted several experiments on two 

distinct datasets, AHCR and ADBase, employing 

both machine learning and deep learning. Deep 

learning surpassed machine learning by 91% in 

both datasets, according to the experimental results. 

(Darapaneni et al. 2020) the handwritten forms are 

scanned, preprocessed, and handwritten fields are 

extracted. OpenCV is used to get the contours of 

the characters in the extracted images. This 

approach gives better accuracy than using plain 

CNN without counters. The CNN model gives an 

accuracy of 90% on the merger of numbers, 

uppercase, and lowercase alphabets of the EMINST 

dataset. (Gupta and Bag 2021) used deeper neural 

networks and they obtained an accuracy of 96.2%. 

But their network model usually required more 

time to train data. (Arora and Chandratre 2018) 

specifically proposed a localized zonal technique to 

character identification, which has been found to 

significantly improve recognition accuracy levels. 

Based on the EMNIST balanced dataset, this 

method accounts for character contextual 

placement by using two independent convolutional 

neural networks (alphanumeric and numeric) with 

test accuracies of 97.2% and 76.8%, respectively. 

 

5. Conclusion 
 

 In this research, the advanced innovative 

digitalization of human handwritten character 

documents was performed by using the A_Z 

Handwritten Alphabets dataset using Decision Tree 

over the Random Forest. The present study focuses 

on the machine learning techniques for higher 

classification in digitalization of human 

handwritten documents. In the future, it can be 

slightly enhanced based on the study of random 

data sets. The outcome of the study Decision Tree 

has higher accuracy (95.00%) than Random Forest 

(93.33%). The clarity of information extraction and 

digitalization of human handwritten characters is 

https://paperpile.com/c/o1RlUw/1u93u
https://paperpile.com/c/o1RlUw/DQNh
https://paperpile.com/c/o1RlUw/OEnk
https://paperpile.com/c/o1RlUw/vTt4
https://paperpile.com/c/o1RlUw/eAoki
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found with good accuracy and less loss. 
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Tables and Figures 

 

Table 1: The N=20 samples of the dataset for Decision Tree with gain accuracy (%) and loss reduction (%) and 

Random Forest to gain accuracy (%) and loss reduction (%). 

Samples Decision Tree Random Forest 

(N) Accuracy (%) Loss (%) Accuracy (%) Loss (%) 

1 91.9 1.65 89.7 2.69 

2 92.2 1.63 90.2 2.65 

3 92.5 1.60 90.5 2.62 

4 92.8 1.57 90.7 2.59 

5 93.0 1.53 91.4 2.55 

6 93.4 1.50 91.7 2.50 

7 93.8 1.47 92.0 2.46 

8 94.1 1.43 92.4 2.41 

9 94.5 1.39 92.7 2.38 

10 94.9 1.35 93.3 2.34 

11 95.3 1.31 93.6 2.30 

12 95.7 1.29 94.1 2.29 

13 96.0 1.24 94.5 2.25 

14 96.2 1.20 94.7 2.23 

15 96.5 1.18 95.0 2.20 

16 96.7 1.15 95.5 2.17 

17 97.2 1.10 95.7 2.12 

18 97.5 1.07 96.0 2.09 

19 97.8 1.03 96.3 2.05 

20 98.0 1.00 96.6 2.01 
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Table 2: Comparison of the accuracy and loss of information extraction and digitalization of human handwritten 

character documents of Decision Tree and Random forest. The Decision Tree algorithm got the highest accuracy 

of 95.00% and the lowest loss of 1.33%. Random Forest had the lowest accuracy of 93.33% and the highest loss 

of 2.34%. 

 Groups N Mean Std.Deviation Std Error Mean 

 

Accuracy 

Decision Tree 20 95.00 1.96 0.44 

Random Forest 20 93.33 2.18 0.48 

 

Loss 

Decision Tree 20 1.33 0.20 0.04 

Random Forest 20 2.34 0.20 0.04 

 

Table 3: Independent sample test is used to determine significance and standard error. A p value of less than 

0.05 was considered statistically significant, and 95% confidence intervals were calculated. The p value is 0.57, 

the mean difference is 1.67, and the confidence interval is (0.65 - 0.06). Decision Tree and Random Forest are 

significantly different. 

 

 

Levene’s 

Test for 

Equality of 

Variance 

 

t-test for Equality of Means 

 

 

t 

 

 

df 

 

Sig 

(2-

tailed) 
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0.327 0.57 
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Fig 1: The mean accuracy of the Decision Tree and Random Forest Machine Learning algorithms was 

compared. The Decision Tree algorithm shows a better mean accuracy than the Random Forest model with 

moderately improved standard deviation. Graphically represented in X-axis: Decision Tree Vs Random Forest, 

Y-axis: Accuracy and Loss detection also depeting the error bars with +/- 2 Standard Deviation. 


