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Abstract 

 

Aim: To improve the accuracy in  House Price Prediction using Novel Linear Regression  and Ridge 

Regression. Materials and Methods: This study contains 2 groups i.e Novel Linear Regression and Ridge 

Regression. Each group consists of a sample size of 10 and the study parameters include alpha value 0.05, beta 

value 0.2, and the Gpower value 0.8. 

Results: The Novel Linear Regression achieved accuracy (91.79) better than the Ridge Regression accuracy 

(91.34%) in House Price Prediction. The statistical significance difference (two-tailed) is 0.01 (p<0.05). 

Conclusion: The Novel Linear Regression model is significantly better than the Ridge Regression in House 

Price Prediction. It can be also considered as a better option for the  House Price Prediction. 
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1. Introduction 

 

 House Price Prediction can assist people 

in determining the selling price of a home and 

assisting customers in putting together the 

necessary funds at the appropriate moment to 

purchase the home. House price is usually 

predicted using house price index (HPI). It is 

commonly used to estimate the changes in house 

prices(Phan and The Danh Phan 2018). House 

price is correlated with factors such as location, 

area, population and also it requires other factors to 

predict the individual house price. House price 

forecasting is critical for determining, acquiring, 

and selling prices in a certain area (Madhuri, 

Anuradha, and Vani Pujitha 2019a) (Madhuri, 

Anuradha, and Vani Pujitha 2019b). (Mu, Wu, and 

Zhang 2014) proposed a model to predict the local 

house price using various machine learning 

techniques. Similar applications of House price 

prediction are Land Price Prediction, Property Price 

Prediction, Real Estate Price Prediction (Bala et al. 

2020). 

 In  House Price Prediction using Novel 

Linear Regression related articles around 87 in 

IEEE Digital Xplore and 92 in Science Direct 

(Phan and The Danh Phan 2018). There's been a lot 

of research into the housing market that contains 

data learning approaches (Phan and The Danh Phan 

2018). Zhang’s Paper focuses on the accuracy to 

evaluate house prices in all the states using 

Dynamic Model Average (DMA) and Dynamic 

Model Selection (DMS), two different forecasting 

techniques developed and motivated. The strategies 

take into account all of the K = 2m distinct version 

combinations in every occasion duration time t 

when there are m predictors available (Mu, Wu, 

and Zhang 2014).  The techniques need utilizing K 

- modes methods to compute the possibility that 

model should be adopted for forecasting at time t. 

DMA considers the computed probabilities as 

model weights, while DMS adopts the model with 

the highest probability at time t (Bork and Møller 

2015). Repeated loans transactions on same family 

properties whose mortgages were bought or 

securitized by Fannie Mae or Freddie Mac from 

January 1975 have been used to build this data 

(Truong et al. 2020). 

 Our institution is passionate about high 

quality evidence based  research and has excelled 

in various domains (Vickram et al. 2022; 

Bharathiraja et al. 2022; Kale et al. 2022; Sumathy 

et al. 2022; Thanigaivel et al. 2022; Ram et al. 

2022; Jothi et al. 2022; Anupong et al. 2022; 

Yaashikaa, Keerthana Devi, and Senthil Kumar 

2022; Palanisamy et al. 2022). The research gap in 

House Price Prediction is the limited availability of 

real time data sets and the less accuracy in 

prediction. The selection of the algorithm also 

plays a vital role in house price prediction, So, this 

research focuses on improved accuracy in House 

Price Prediction using Novel Linear Regression 

over Ridge Regression. 

 

2. Materials and Methods 

 

 This work is carried out in the Data 

Analytics Lab, Department of Information 

Technology at Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences, Chennai. The study consists of two 

sample groups i.e Novel Linear Regression and 

Ridge Regression. Each group consists of 10 

samples with pre-test power of 0.18. The sample 

size kept the threshold at 0.05, G power of 80%, 

confidence interval at 95%, and enrolment ratio as 

1. 

 

Data Preparation 

To perform house price prediction the real 

time data sets used are House Prices. The input 

data sets for the proposed work is USAHousing.csv 

collected from kaggle.com (“Kaggle: Your 

Machine Learning and Data Science Community” 

n.d.). The data sets consist of six attributes and 

5000 instances. The attributes of  House Prices are 

depicted in Table 1. 

The attributes Average Area Income and 

Avg. Area Population attributes which are 

independent attributes which do not affect the 

results are removed from the .csv file. 

 

Novel Linear Regression 

 Novel Linear Regression is a popular 

model, even with its simplistic representation. The 

representation is a linear equation that combines a 

chain of input values (x), with the solution being 

simply the forecast output for that set of input 

values (y). As a final result, both the enter (x) and 

output (y) values are numeric. Each input value or 

column is allocated one scale factor, known as a 

coefficient and represented by the capital Greek 

letter Beta in the linear equation (1). One more 

coefficient is brought, that allows the line an extra 

level of freedom (as an example, growing or 

reducing on a -dimensional plot) and is named as 

the intercept or bias coefficient.For instance, in a 

Novel Linear Regression situation with only one x 

and one y, the model would be:  

y = B0 + B1 ∗ X   

         (1) 

The line is called a plane or a hyper-plane 

in higher dimensions as there are several inputs (x). 

As a result, the representation consists of the 

equation's form as well as the coefficients' actual 

values(e.g. B0 and B1 in the above instance). The 

complexity of a regression version, along with 

Novel Linear Regression, is commonly discussed. 

The number of coefficients in the version is called 

this. When a coefficient equals 0, it successfully 
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gets rid of the input variable's impact at the version 

and, as a result, the model's prediction (zero * x = 

zero). This is important to not forget while 

evaluating linearization techniques, which modify 

the gaining knowledge of algorithms to lessen the 

complexity of regression fashions via exerting 

stress at the absolute size of the coefficients or 

riding a few to 0. Pseudocode and Accuracy Values 

for the regression model is mentioned in Table 2 

and Table 4.  

 

Ridge Regression 

 

 Ridge regression is a model tuning 

approach which can be used to analyze data with 

multi - collinearity. L2 regularization is done using 

this method. If there is a problem with multi - 

collinearity, least-squares are unbiased, and 

variances are big, the projected values are far from 

the actual values. The cost function for ridge 

regression is given in the equation (2) as follows: 

    Min(||Y −

X(θ)||
2
+ λ||θ||

2
    

 (2) 

The penalty term is lambda. The ridge 

function's alpha argument denotes the value 

supplied here. Varying the alpha values will be 

regulating the penalty term. The greater the alpha 

value, the greater the penalty, and hence the size of 

the coefficients is lowered. Pseudocode and 

Accuracy Values for the regression model is 

mentioned in Table 3 and Table 5.   

The minimum requirement to run the 

softwares used here are intel core I3 dual core 

cpu@3.2 GHz , 4GB RAM , 64 bit OS,  1TB Hard 

disk Space Personal Computer and Software 

specification includes Windows 8 , 10 , 11 , Python 

3.8 , and MS-Office. 

 The house value is predicted by the 

comparative method. The current value of the 

house is obtained based on the size, age of the 

house and price of a house with similar amenities 

which is available in the same locality. House 

Price= Price Calculated using Sq.ft + year built + 

location + water facility + required amenities like 

no.of bedrooms, car parking to name a few. 

  Statistical Package for the Social Sciences 

Version 26 software was used for statistical 

evaluation. An independent sample T-test was 

carried out for accuracy. Standard deviation, 

standard mean errors has been additionally 

calculated using the SPSS Software tool. The 

significance values of proposed and existing 

algorithms contain group statistical values of 

proposed and existing algorithms. The independent 

variable is Area House Age, Avg. Number of 

rooms and Avg.Number of Bedrooms and accuracy 

and precision are dependent attributes. 

 

3. Results 

 

The group statistical analysis on the two 

groups shows Novel Linear Regression (group 1) 

has more mean accuracy than Ridge Regression 

(group 2) and the standard error mean is slightly 

less than Novel Linear Regression. The Novel 

Linear Regression scored an accuracy of 91.79% 

and Ridge Regression has scored 91.34%. The 

graphical comparison of the novel Linear 

Regression and Ridge Regression Model is figured 

in Fig. 1. The accuracies are recorded by testing the 

algorithms with 10 different sample sizes and the 

average accuracy is calculated for each algorithm.  

 In SPSS, the datasets are prepared using 

10 as sample size for Novel Linear Regression and 

Ridge Regression. Group is given as a grouping 

variable and House Price is given as the testing 

variable. Group is given as 1 for Novel Linear 

Regression and 2 for Ridge Regression. Descriptive 

Statistics is applied for the dataset in SPSS and 

shown in Table 6, Group statistics is shown in 

Table 7, Two Independent Sample T-Tests in Table 

8.  

 

4. Discussion 

 

 From the results of this study, Novel 

Linear Regression is proved to be having better 

accuracy than the Ridge Regression model. Novel 

Linear Regression has an accuracy of 91.79% 

whereas Ridge Regression has an accuracy of 

91.34%. The group statistical analysis on the two 

groups shows that Novel Linear Regression (group 

1) has more mean accuracy than Ridge Regression 

(group 2) and the standard error mean including 

standard deviation mean is slightly less than Novel 

Linear Regression. 

House Price Prediction using Machine 

learning is now becoming widely used as a 

methodology. Citizens who have employed 

machine learning algorithms to address problems 

based on their own industry data. Industry 

professionals have used machine learning to 

perform classification jobs and diagnose 

malfunctions. People in the field of business 

frequently used machine learning algorithms in 

financial research (Kaushal and Shankar, n.d.) The 

paper focus at the accuracy of evaluate housing 

prices in every 50 states using Dynamic Model 

Averaging (DMA) and Dynamic Model Selection 

(DMS), specific forecasting techniques developed 

and prompted by Raftery, Karny, and Ettler (2010) 

and Koop and Korobilis, correspondingly in the 

year 2012. The strategies take into account all of 

the K = 2m distinct model comparing time period t 

when there are m predictors available (Madhuri, 

Anuradha, and Vani Pujitha 2019a).(Madhuri, 

Anuradha, and Vani Pujitha 2019b). 

The limitation of the proposed work is due 

to inconsistent data and difficulty in getting the 
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right datasets for analysis. The future work can be 

concentrated on effective data preprocessing 

techniques and  usage of ensemble machine 

learning algorithms can be focussed. 

 

5. Conclusion 

 

 Based on the experimental results, the 

Novel Linear Regression  has been proved to 

predict the house price more significantly than 

Ridge Regression. The quality of datasets formed 

with selling price value and accuracy is improved. 
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TABLES AND FIGURES 

 

Table 1. USA Housing dataset collected from Kaggle Inc. 

S.No Attribute  Data Type Value  Description 

1. Avg House Age Integer Primary Key Age of the House 

2 Avg. Number of 

Rooms 

Integer 0-10 Number of Rooms in the House 

3 Area Population Integer Percentage Average Population in the Area 

4 Price Integer More than 1 lakh 

in $ 

Price of the House 

 

Table 2. Pseudocode for Novel Linear Regression 

// I : Input housing dataset records 

1. Import the packages whichever is required. 

2. Convert all the variables in datasets into numerical values after the extraction feature. 

3. Assign the training variables into data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the values into both the train and test case variables. 

5. Give the size of the test in variable test_size and the random_state as splitting parameter for splitting the data 
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and to use in the Linear Regression’s training model. 

6. Compiling the model using metrics as accuracy 

7. Calculate the accuracy of the model. 

OUTPUT 

//Accuracy 

 

Table 3. Pseudocode for Ridge Regression 

// I : Input housing dataset records 

1. Import the packages whichever is required. 

2. Convert all the variables in datasets into numerical values after the extraction feature. 

3. Assign the training variables into data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the values into both the train and test case variables. 

5. Give the size of the test in variable test_size and the random_state as splitting parameter for splitting the data 

and to use in the Ridge Regression’s training model. 

7. Compiling the model using metrics as accuracy. 

7. Evaluate the output using X_test and y_test function 

8. Get the accuracy of the model. 

OUTPUT 

//Accuracy 

 

Table 4. Accuracy of  House Price Prediction using Novel Linear Regression 

Model Sample Size  Accuracy 

Training Split- 71%, Test Split -29% 91.79 

Training Split- 72%, Test Split -28% 88.50 

Training Split- 73%, Test Split -27% 90.04 

Training Split- 74%, Test Split -26% 77.99 

Training Split- 75%, Test Split -25% 85.79 

Training Split- 76%, Test Split -24% 72.56 

Training Split- 77%, Test Split -23% 91.55 

Training Split- 78%, Test Split -22% 89.87 

Training Split- 79%, Test Split -21% 82.25 
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Training Split- 80%, Test Split -20% 91.50 

 

Table 5. Accuracy of Land Price Prediction using Ridge Regression 

Model Sample Size Accuracy 

Training Split- 71%, Test Split -29% 91.74 

Training Split- 72%, Test Split -28% 87.05 

Training Split- 73%, Test Split -27% 89.06 

Training Split- 74%, Test Split -26% 89.78 

Training Split- 75%, Test Split -25% 82.45 

Training Split- 76%, Test Split -24% 73.20 

Training Split- 77%, Test Split -23% 82.90 

Training Split- 78%, Test Split -22% 88.39 

Training Split- 79%, Test Split -21% 77.80 

Training Split- 80%, Test Split -20% 91.43 

 

Table 6. Descriptive Statistic analysis, representing Novel Linear Regression and Ridge Regression 

Algorithm  N Minimum  Maximum Mean Std. Deviation  

Group1            20  1.00 2.00  1.5000 .51299 

Accuracy            20  72.56  91.79 91.6420 6.22502 

Error            20 8.21 27.44 9.3760 6.22474  

Valid N (listwise)           20 - - - - 

 

Table 7. Group Statistic analysis, representing Novel Linear Regression (mean accuracy 91.65%, standard 

deviation 0.08600,0.09333) and Ridge Regression(mean  accuracy 91.59%, standard deviation 

0.08600,0.09333) 

Algorithm  N Mean  Std. Deviation  Std.Error Mean 

Accuracy  

Novel Linear 

Regression 

Ridge Regression 

           

10 

           

10 

  

    91.6580 

   

    91.5900 

        

     0.08600 

     

     .09333 

     

   0.02719  

    

   .02951 

Error  

Novel Linear 

Regression 

 

Ridge Regression 

           

10 

           

10 

     

    9.3420 

      

    9.4100 

 

    .08600 

     

     .09333 

      

   .02719  

    

   .02951 
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Table 8. Independent Sample Tests results with confidence interval as 95% and level of significance as 0.05 

(Novel Linear Regression appears to perform significantly better than Ridge Regression with the value of 

p=0.05). 

Levene’s Test for Equality of 

Variances 

T-test for Equality of Means  95% Confidence 

Interval of the 

Difference 

 

 

 

 

 

 

 

 

 

 

 

Accuracy 

 F  Sig.  t  df  Sig  Mean 

Difference 

Std. Error 

Difference 

Lower Upper 

 

Equal 

variances 

assumed 

.101 0.05 1.694 18 .080 .06800 .04013 -

.01632 

 

.15232 

Equal 

variances 

not 

assumed 

 

- - 1.694 17.881 .080 .06800 .04013 -

.01636 

.15236 

 

 

Error 

Equal 

variances 

assumed  

.101 0.05 -

1.694 

18 .080 -.06800 .04013 -

.15232 

.01632 

Equal 

variances 

not 

assumed 

- - -

1.694 

17.881 .108 -.06800 .04013 -

.15236 

.01636 

 

 
Fig. 1. Comparison of Novel Linear Regression and Ridge Regression with the mean term as accuracy. The 

mean accuracy of Novel Linear Regression is greater than Ridge Regression and the standard deviation is also 

slightly higher than Ridge Regression. X-axis: Novel Linear Regression vs Ridge Regression. Y-axis: Mean 

accuracy of detection + 1 SD. 


