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Abstract 

 

Aim: The proposed study aims to detect Spam SMS using a Novel Attribute Selection Measure in Decision Tree 

Classifier Algorithm in comparison with K-Nearest Neighbor.  

Materials and Methods: The dataset considered in the current research is available on Kaggle, a machine 

learning repository. The dataset “SMS spam collection dataset” contains 5572 instances and two attributes v1 

and v2. The v2 is the input messages which are either spam or nonspam. The predicted label v1 has two classes: 

0 = nonspam and 1 spam. In the data, 4900 are nonspam samples and 672 are spam samples. The sample size 

was calculated using G Power(95%). The accuracy and sensitivity of the classification of SMS spam detection 

were evaluated and recorded.  

Results: The accuracy was maximum in the classification of SMS spam detection using the Decision Tree 

Classifier Algorithm (95%) which uses a Novel Attribute Selection Measure with a minimum mean error when 

compared with K-Nearest Neighbor (93%). There is a significant difference of 0.12 between the classifiers. 

Conclusion: The study proves that the Decision Tree Classifier Algorithm which uses a Novel Attribute 

Selection Measure exhibits better accuracy than the K-Nearest Neighbor in the Classification of SMS spam 

detection.  
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1. Introduction 

 

SMS is one of the most effective forms of 

communication. It is based on cellular 

communication systems, just the phone must have 

a proper network connection to send or receive the 

messages. Spam is considered to be one of the 

serious problems in email and instant message 

services.(Mashael, Jalal, and Abdelouahid 2015) 

Nowadays usage of smartphones is increasing, so 

the number of spam messages is also increasing. 

Spam messages are defined as unwanted or junk 

messages. Spam may result; in the leaking of 

personal information, invasion of privacy, or 

accessing unauthorized data from 

mobiles.(Cormack 2008) Hackers try to intrude in 

mobile computing devices and SMS support for 

mobile devices has become vulnerable, attack tries 

to intrude into the system by sending unwanted 

links, and by clicking on those links the attacker 

can gain remote access over the computing 

devices.In this technique, machine learning 

classifiers such as Logistic regression (LR), K-

nearest neighbour (K-NN), and decision tree (DT) 

are used for the classification of ham and spam 

messages in mobile device communication. The 

SMS spam collection data set is used for testing the 

method.(Salehi 2011)(Mishra and Soni 2021).The 

method is put to the test with the SMS spam data 

set. The proposed method is quite useful in 

detecting Spam SMS and distinguishing between 

legitimate and garbage SMS. Different machine 

learning algorithms are used to identify spam and 

ham transmissions. 

 

Most referred articles similar to this work have 

been explored (Mashael, Jalal, and Abdelouahid 

2015). Around 45 related articles published in 

IEEE Xplore were published related to this work in 

google scholar. pam are unsolicited and unwanted 

messages sent electronically whose content may be 

malicious. (Wang and Katagishi 2014). Email spam 

is sent/received over the Internet while SMS spam 

is typically transmitted over a mobile network. 

We’ll refer to users that sent spam as spammers. 

SMS messages are usually very cheap (if not free) 

for the user to send, making it appealing for 

unrightful exploitation. This is further aggravated 

by the fact that SMS is usually regarded by the user 

as a safer, more trustworthy form of 

communication than other sources, e. g., emails. 

(Akinyelu 2021)The dangers of spam messages for 

the users are many: undesired advertisement, 

exposure of private information, becoming a victim 

of a fraud or financial scheme, being lured into 

malware and phishing websites, involuntary 

exposure to inappropriate content, etc. For the 

network operator, spam messages result in an 

increased cost in operations. (Mishra and Soni 

2021; Mashael, Jalal, and Abdelouahid 2015).Our 

team has extensive knowledge and research 

experience  that has translated into high quality 

publications(K. Mohan et al. 2022; Vivek et al. 

2022; Sathish et al. 2022; Kotteeswaran et al. 2022; 

Yaashikaa, Keerthana Devi, and Senthil Kumar 

2022; Yaashikaa, Senthil Kumar, and Karishma 

2022; Saravanan et al. 2022; Jayabal et al. 2022; 

Krishnan et al. 2022; Jayakodi et al. 2022; H. 

Mohan et al. 2022) 

 

The research gap identified from the literature 

survey is that the classification model adopting 

KNN requires lots of training data. The limitation 

of this study is that the community has long 

invested efforts in developing spam SMS 

susceptibility models. However, no clear standards 

are still in place with respect to some key parts of 

the analyses. The research gap identified from the 

literature survey is that classification models 

adopting KNN require lots of training data. The 

existing approaches have poor accuracy. The aim 

of this study is to implement a Novel Decision Tree 

and improve the classification accuracy by 

incorporating Decision Tree and comparing the 

performance with  KNN. 

 

2. Materials and Methods 

 

The research work was performed in the 

Department of Computer Science and Engineering, 

Saveetha School of Engineering, Saveetha Institute 

of Medical and Technical Sciences. The work was 

carried out on 300 records taken from a Kaggle 

dataset. The accuracy in predicting SMS spam 

detection was performed by evaluating two groups. 

A total of 10 iterations was performed on each 

group to achieve better accuracy.This work is 

carried out in the Department of Computer Science 

and Engineering at Saveetha School of Engineering 

Chennai. The accuracy in SMS spam detection was 

performed by evaluating two groups. A total of 10 

iterations were performed on each group to achieve 

better accuracy. It was implemented using jupyter, 

and the hardware configuration required is an intel 

i5 processor, 512 GB HDD, 4GB Ram, and the 

software configuration required is a Windows OS. 

The work was carried out on 5572 rows × 2 

columns records from a data-master dataset. The 

Study uses a dataset downloaded from Kaggle. 

 

Decision Tree (Dt)  

The Decision Tree is a Supervised learning 

technique that can be used for both classification 

and Regression problems, but mostly it is preferred 

for solving Classification problems. It is a tree-

structured classifier, where internal nodes represent 

the features of a dataset, branches represent the 

https://paperpile.com/c/4yAIvG/19GlO
https://paperpile.com/c/4yAIvG/4PTma
https://paperpile.com/c/4yAIvG/B7Qsh
https://paperpile.com/c/4yAIvG/B7Qsh
https://paperpile.com/c/4yAIvG/19GlO
https://paperpile.com/c/4yAIvG/19GlO
https://paperpile.com/c/4yAIvG/RWH4U
https://paperpile.com/c/4yAIvG/aiGNH
https://paperpile.com/c/4yAIvG/oQhX9+19GlO
https://paperpile.com/c/4yAIvG/oQhX9+19GlO
https://paperpile.com/c/4yAIvG/9SFB+N38i+SeNb+luG2+TDWp+Vx8O+2w82+ykhI+UV2h+m9L9+OsBO
https://paperpile.com/c/4yAIvG/9SFB+N38i+SeNb+luG2+TDWp+Vx8O+2w82+ykhI+UV2h+m9L9+OsBO
https://paperpile.com/c/4yAIvG/9SFB+N38i+SeNb+luG2+TDWp+Vx8O+2w82+ykhI+UV2h+m9L9+OsBO
https://paperpile.com/c/4yAIvG/9SFB+N38i+SeNb+luG2+TDWp+Vx8O+2w82+ykhI+UV2h+m9L9+OsBO
https://paperpile.com/c/4yAIvG/9SFB+N38i+SeNb+luG2+TDWp+Vx8O+2w82+ykhI+UV2h+m9L9+OsBO
https://paperpile.com/c/4yAIvG/9SFB+N38i+SeNb+luG2+TDWp+Vx8O+2w82+ykhI+UV2h+m9L9+OsBO
https://paperpile.com/c/4yAIvG/9SFB+N38i+SeNb+luG2+TDWp+Vx8O+2w82+ykhI+UV2h+m9L9+OsBO
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decision rules and each leaf node represents the 

outcome. 

DT Algorithm 

Input: SMS spam dataset  

Output: Accuracy 

Step-1: Begin the tree with the root node, says S, 

which contains the complete dataset. 

Step-2: Find the best attribute in the dataset using 

the Novel Attribute Selection Measure (ASM). 

Step-3: Divide the S into subsets that contain 

possible values for the best attributes. 

Step-4: Generate the decision tree node, which 

contains the best attribute. 

Step-5: Recursively make new decision trees using 

the subsets of the dataset created in step -3. 

Continue this process until a stage is reached where 

you cannot further classify the nodes and call the 

final node as a leaf node. 

 

K-Nearest Neighbor 

K-Nearest Neighbor is one of the simplest Machine 

Learning algorithms based on the Supervised 

Learning technique. The K-NN algorithm assumes 

the similarity between the new case/data and 

available cases and puts the new case into the 

category that is most similar to the available 

categories. K-NN algorithm stores all the available 

data and classifies a new data point based on the 

similarity. This means when new data appears then 

it can be easily classified into a well-suited 

category by using K- NN algorithm. 

 

KNN Algorithm 

Input: SMS spam dataset  

Output: Accuracy  

Step 1: Load the data. 

Step 2: Initialize K to your chosen number of 

neighbors. 

Step 3: For each example in the data 

3.1 Calculate the distance between the query 

example and the current example from the data. 

3.2 Add the distance and the index of the example 

to an ordered collection. 

Step 4: Sort the ordered collection of distances and 

indices from smallest to largest (in ascending 

order) by the distances. 

Step 5: Pick the first K entries from the sorted 

collection. 

Step 6: Get the labels of the selected K entries. 

Step 7: If regression, return the mean of the K 

labels. 

Step 8: If classification, return the mode of the K 

labels. 

 

Statistical Analysis 

The SPSS statistical software was used in the 

research for statistical analysis. In this machine 

learning algorithm, the dependent variable is 

categorical and measures the relationship between 

the independent variable and categorical dependent 

variable using the logistic function. The 

independent variable is messages. Group statistics 

and independent sample t-tests were performed on 

the experimental results and the graph was built for 

two groups with two parameters under study. The 

independent variables are useless content, spam 

information. The dependent variables that affect the 

output are Accuracy and Precision(Frehner 2008). 

 

3. Results 

 

The proposed algorithm Decision Tree which uses 

a Novel Attribute Selection Measure and the 

existing algorithm KNN were run at a time in 

jupyter using python code. In executing all the 

commands we get the best significant values. From 

simulation results, we get an accuracy of 95% (DT) 

and 93% (KNN) as a result. On comparing both we 

come to know that the Decision Tree has higher 

accuracy than KNN. Statistical  Analysis of Mean, 

Standard deviation and Standard Error, and 

Sensitivity of Decision Tree and KNN is done. 

There is a statistically significant difference in 

Accuracy values between the algorithms. The 

Decision Tree Algorithm had the higher Accuracy 

and Sensitivity compared with KNN. The Standard 

error is also less in KNN in comparison to the 

Decision Tree Algorithm as in Table 2. 

Comparison of the significance level for Decision 

and KNN algorithms with value p = 0.12 is done. 

Both Decision Tree and KNN have a significance 

level of less than 0.12 with a 95% confidence 

interval as mentioned in Table 3. 

 

4. Discussion 

 

The work proves that DT is better than KNN in 

detecting Spam SMS in terms of accuracy and 

precision. However, the mean error of DT seems to 

be higher than KNN. Experimental work was done 

among 2 groups DT and KNN by varying the test 

size. From the experimental results done in jupyter, 

the accuracy of DT is 95%, Whereas KNN 

provides the accuracy to be 93%. This depicts that 

DT is better than KNN. The various parameters 

like Precision, Recall, F1-measure are also 

compared. From the SPSS graph, the proposed DT 

performs better in terms of accuracy (95%) 

compared with the KNN algorithm. The research 

https://paperpile.com/c/4yAIvG/yafaF
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work involved a careful study of the different 

filtering algorithms and existing anti-spam tools to 

collect all the information.(Hofmann and 

Klinkenberg 2016; Wei and Nguyen 2020) These 

large-scale research papers and existing software 

programs are one of the sources of inspiration 

behind this project work. (Agarwal, Kaur, and 

Garhwal 2015)The whole project was divided into 

several iterations. Each iteration was completed by 

completing four phases: inception, where the idea 

of work was identified; elaboration, where the 

architecture of the system is designed; construction, 

where existing code is implemented; transition, 

where the developed part of the project is validated. 

Adding meaningful features such as the length of 

messages in a number of characters, adding certain 

thresholds for the length, and analyzing the 

learning curves and misclassified data have been 

the factors that contributed to this improvement in 

results.(Akbari and Sajedi 2015; Alzahrani and 

Rawat 2019). When compared to the decision tree 

there are a few more best algorithms to get the best 

result. (Popovac et al. 2018)(Trần 2018) Despite 

the fact that the presented methodology yielded 

good results, the limitations are in this approach's 

weakness is the necessity for enhanced 

identification of overlapping cells. This may be 

avoided in the future by combining high-accuracy 

approaches with a Decision Tree that use a Novel 

Attribute Selection Measure. 

 

5. Conclusion  

 

In this paper the compiled list of the most current 

developments in SMS spam filtering, mitigation, 

and detection approaches, as well as their 

drawbacks and future research directions. There are 

several SMS spam strategies, datasets, and 

comparisons explored. We have also developed a 

taxonomy of the techniques and identified the 

established results. The results show that the 

proposed Decision Tree outperforms KNN in terms 

of Accuracy. The Proposed  Decision Tree which 

uses a Novel Attribute Selection Measure proved 

with better accuracy (95.7%) when compared with 

KNN (93.2%).  
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Tables and Figures       

 

Table 1.  Comparison of Test_size and accuracy achieved during the evaluation of Decision Tree and KNN 

models for classification with different iterations. 

Algorithm Test_size Accuracy 

KNN 0.20 92.91% 

KNN 0.25 92.32% 

KNN 0.30 93.01% 

KNN 0.35 92.06% 

KNN 0.40 92.19% 

DT 0.20 96.05% 

DT 0.25 96.34% 

DT 0.30 95.87% 

DT 0.35 95.64% 

DT 0.40 95.92% 

 

Table 2. Statistical  Analysis of Mean, Standard deviation, and Standard Error of and Sensitivity of Decision 

Tree and KNN. There is a statistically significant difference in Accuracy and Sensitivity values between the 

algorithms. Decision Tree had the highest Accuracy (97.3%) and Sensitivity (93.0%) compared with KNN. The 

Standard error is also less in KNN in comparison to the Decision Tree. 

      GROUP      N     Mean   Std. Deviation Std. Error Mean 

Accuracy     Decision Tree 

 

                     KNN 

      5 

 

      5 

  95.7580 

 

  91.6000 

   0.46557 

  

  1.07497 

.14722 

 

 .33993  

 

Table 3. Comparison of the significance level for Decision Tree and kNN algorithms with value     p = 0.05. 

Both Decision Tree and KNN have a significance level less than 0.002 in terms of accuracy with a 95% 

confidence interval. 
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Accuracy 7.761 .012 

11.224 

 

11.224 

18 

 

12.26 

.000 

 

.000 

4.15800 

 

4.15800 

.37045 

 

.37045 

3.37972 

 

3.35277 

4.93628 

 

4.96323 

 

 
Fig. 1. Flowchart for Decision Tree 

 

 
Fig. 2. Comparison of mean accuracy  of KNN  and Decision Tree algorithms. The standard errors appear to be 

less in the Decision Tree compared to KNN. Decision Tree appears to produce more consistent results with 

higher accuracy. X-Axis: KNN vs Decision Tree Algorithm. Y-Axis: Mean accuracy of detection +/- 1 SD. 


