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Abstract 

 

Aim:  The goal of this research is to self monitor in remote healthcare and help in  diabetic prediction for 

diabetes patients. 

 Materials and Methods: There are two groups in this study. The first group built a Logistic Regression 

technique, whereas the second group constructed a Decision Tree with 104 samples. The sample size for 

Logistic Regression is 52, with a Decision Tree (N = 52) and G power (value = 0.8) sampling strategy.  

Result: The accuracy of the Decision Tree  Method has been enhanced to 86%, while the accuracy of the 

Logistic Regression algorithm has been shown as 79%. The mean accuracy detection is ±2SD and the 

significance value is 0.000 (p<0.05) which shows the hypothesis is correct and it is carried out using an 

independent sample T test. 

conclusion: The Decision Tree Approach's final result (86%) was determined to be much more accurate than 

the Logistic Regression algorithm (79%). 
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1. Introduction 

 

Healthcare is a rapidly evolving area in terms of 

technology and services. Remote patient self 

monitoring is a recent development in this field that 

has several advantages in an aging world 

population with increasing health issues and 

healthcare (Costache et al. 2021). With relatively 

easy applications to monitor patients inside hospital 

rooms, technology has progressed to the point 

where patients can go about their everyday lives at 

home while still being observed using modern 

communication and sensor technologies (Costache 

et al. 2021; Brooks et al. 2021). Sensors for EKG 

readings, heart rate, respiration rate, blood 

pressure, temperature, blood glucose levels, 

diabetic prediction and brain system activity are 

now accessible (Niu et al. 2021). The scope of 

remote Novel healthcare includes everything from 

Self monitoring chronically ill patients healthcare, 

elders healthcare, premature children 

healthcare,and accident victims healthcare (Niu et 

al. 2021; Patel et al. 2021). 

More than 460 articles were published in this 

diabetic prediction system for the past five years 

from various sources such as Google Scholar, IEEE 

Xplore and Springer.This new technology can keep 

track of patients based on their sickness or their 

circumstances (Tao et al. 2021; Thenkabail 2015). 

As the globe evolves toward remote Self 

monitoring and real-time and fast diagnosis of 

ailments, Novel healthcare is becoming an 

emerging research subject.There are several types 

of remote novel healthcare,all of which include 

using technology to monitor patients outside of 

hospital settings (Walton 2010). Our team has 

extensive knowledge and research experience  that 

has translated into high quality publications      

(Pandiyan et al. 2022; Yaashikaa, Devi, and Kumar 

2022; Venu et al. 2022; P. G. Kumar et al. 2022; 

Nagaraju et al. 2022; Karpagam et al. 2022; 

Baraneedharan et al. 2022; Whangchai et al. 2022; 

Nagarajan et al. 2022; Deena et al. 2022)  

The advantages of remote Self monitoring of 

patients are: early and real-time detection of 

illnesses; ability to continuously monitor patients 

and prevention of worsening of illnesses and 

untimely deaths; cost reduction in hospitalizations; 

and reducing the number of hospitalizations. 

Research gap of this paper is that while obtaining 

more accurate readings fast diagnosis of ailments 

faces more challenges. While permitting usual 

daily activities, patients efficiency in novel 

healthcare services by utilizing communication 

technology and emergency medical care; service 

for patients with mobility issues; emergency care 

for traffic accidents and other injuries; and usage of 

non-invasive medical interventions (A. Kumar and 

Mozar 2020). The aim of the novel innovative 

healthcare framework is to provide diabetes 

patients  to notify instructors to improve speed and 

accuracy. 

 

2. Materials and Methods 

 

This study was conducted at the Saveetha Institute 

of Medical and Technical Sciences' Department of 

Artificial Intelligence Laboratory in the Saveetha 

School of Engineering. (Tao et al. 2021). The 

Logistic Regression method (79%) and Decision 

Tree (86% are the two groups in this study 86%. As 

a whole, there are two groups in this project. The 

existing system is referred to as Group 1, and the 

new system is referred to as Group 2. There are a 

total of 104 samples, out of which 52 are samples 

for the first group, and the remaining 52 are 

samples for the second group  (Ebben et al. 2022).  

Same dataset has been utilized for both the 

techniques. All empty values in the dataset are 

examined and validated. In order to utilize and 

install all of the necessary software, a minimum of 

4GB of RAM as well as an i3 processor are 

required to run all of the applications 

simultaneously (Sullivan 2018). At least 50GB 

hard disc space and an internet connection to 

download and install all of the necessary tools and 

development environment to operate this Novel 

Effective framework is needed. The application is 

written in the Python programming language . The 

IDLE is used to start and execute the application, 

which is written in Python 3.7. 

 

Logistic Regression Algorithm 

Logistic regression, a supervised learning 

technique, is used to predict a dependent 

categorical target variable. To put it another way, if 

they have a vast volume of data to categorize, 

provision regression might be able to help using 

Novel Healthcare. If they were given a dog and an 

associate's degree orange and asked to classify 

them both as animals, then they might probably say 

the dog is an associate's degree animal and the 

orange isn't. The goal is to accurately classify an 

associate's degree animal, and have to rely on our 

own knowledge to do so. Logistic regression is one 

of the most well-known machine learning 

algorithms in the supervised learning technique in 

Self monitoring. Exploitation of categorical 

dependent variable's output is predicted via 

provision regression. As a result, the outcome 

should be categorical or distinct. It's often positive 

or negative, 0 or 1, true or false, and so on. But, 

instead of precise values like zero and one, it gives 

probabilistic values in the center. Provision 

regression and rectilinear regression are very 

similar, except for how these are used in this 
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methodology. Provision regression questions are 

solved using rectilinear regression, while 

classification challenges are solved using 

provisional regression. 

 

Logistic Regression steps: 

Gathering Data is the first step. 

 

Step 2: analyze the data set for training.Using 

Logistic Regression 

Step 3: Test Predicts the  Outcomes 

Step 4: creation of the confusion matrix and check 

Step 5: visualize the accuracy of the algorithm 

Step 6: output is displayed. 

 

Decision Tree Algorithm 

Decision Trees are a type of supervised machine 

learning in which the data is continually split 

according to a parameter (you explain what the 

input is and what the related output is in the 

training data)in Self monitoring. Two entities, 

decision nodes and leaves, can be used to explain 

the tree. The decisions or final outcomes are 

represented by the leaves. And the data is separated 

at the decision nodes with Novel Healthcare. 

Step 1: Define the issue in an organized manner.. 

Step 2: Create a model of the decision-making 

process. 

Step 3: Use the right probability values and 

financial information. 

Step 4: The decision tree must be "solved." 

Step 5: Construct a sensitivity analysis. 

Step 6: Make a list of your fundamental 

assumptions. 

 

Statistical Analysis 

 The data for diabetic detection were collected from 

the cloud that contains over 60 participants in 

testing this system. The statistical software used for 

implementation in IBM SPSS version 21. The 

independent variables of the data are accuracy, 

Standard deviation and standard mean error and 

dependent variables in the data are Eye aspect ratio 

of x and y axis as parameters  that is considered in 

the task. The independent sample T test analysis is 

carried out in this research work.  

 

3. Results 

 

The comparative analysis of the existing and the 

proposed algorithms is carried out by taking the 

accuracy rate of detection for both the algorithms. 

The diabetic prediction accuracy for both the 

algorithms is taken and can be used for analysis  

and comparison. The proposed algorithm is said to 

be more accurate than the existing algorithm ,and 

the accuracy rate of the proposed algorithm is 

found to be 86%.  

Table 1 gives comparative study between the 

logistic regression algorithm and the Decision Tree 

algorithm. 

Table 2 Group statistics T-Test for existing 

algorithm Mean and Decision Tree with the sample 

size 10. There is a statistically slight difference in 

the SD accuracy of the two algorithms,  logistic 

regression(.06348)The Decision Tree algorithm 

had the highest accuracy (.07301).   

Table 3 p-value where N=20 , significance value 

.000 from the statistical analysis tool. 

Table 4  Comparison of the Accuracy of Decision 

Tree and logistic regression 

Figure 1 represents the results are used as input into 

the statistical analysis tool and the graph is plotted 

using the values. 

 

4. Discussion 

 

The result shows that the decision tree  with 86% 

accuracy appears to be better than the logistic 

regression algorithm with 79% accuracy (IEEE 

Staff 2020). The values of the Novel Effective 

framework are analyzed statistically and the 

difference is found out by plotting the graph 

against the algorithms. Diabetic prediction by 

remote monitoring is significantly efficient by 

monitoring the foot temperature which indicates 

foot ulcer caused by diabetes (Brooks et al. 2021). 

Similar findings related to Decision Tree algorithm 

(Grąbczewski 2013)are significantly efficient in 

predicting the diabetic of the user compared to the 

existing algorithm that is the logistic regression 

algorithm ((Kaur, Sharma, and Sharma 2019; 

Barros, de Carvalho, and Freitas 2015)). The 

dataset containing a large number of images is 

given as input into both the algorithms, and the 

accuracy rate of prediction is obtained for the 

existing and the proposed algorithms (Deepak., 

John Justin Thangaraj, and Rajesh Khanna 2020). 

These values obtained are used for analysis and 

comparison for efficiency (Kaur, Sharma, and 

Sharma 2019; Barros, de Carvalho, and Freitas 

2015).  

The limitation is that developing securities issues  

requires a large team and support with cost 

effective measures so people can use this  as a 

safety kit. In the future, the securities issues can be 

added (or) used in this project (Choi et al. 2019; 

Sosnovshchenko and Baiev 2018). 

5. Conclusion 
 

The research study found that the proposed novel 

Decision Tree algorithm is significantly efficient 

and accurate compared to the logistic regression 

algorithm. The accuracy of the diabetic prediction 

of the proposed algorithm is found to be 86%, and 

hence using the proposed algorithm gives better 
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results compared to the existing algorithm that has 

accuracy of 79%. 
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Tables and Figures 

 

Table 1. Comparative study between the logistic regression algorithm and the Decision Tree algorithm with 

accuracy rate 89%. 

S.No logistic regression Decision tree 

1.  79.80 86.10 

2.  79.88 86.15 

3.  9.85 86.20 

4.  79.93 86.25 

5.  79.96 86.28 

6.  79.97 86.32 

7.  79.98 86.38 

8.  79.99 86.42 

9.  79.99 86.48 

10.  80.00 86.53 

 

Table 2. Group statistics T-Test for existing algorithm Mean (79.8840) and Decision Tree (86.1960) with the 

sample size 10. There is a statistically slight difference in the SD accuracy of the two algorithms. The Decision 

Tree algorithm had the highest accuracy and the (.07301) logistic regression(.06348). 

Pair 1 N Mean Std. deviation Std.Error Mean 

Logistic regression 5 79.8840 .06348 .02839 

Decision Tree 5 86.1960 .07301 .03265 

 

Table 3. The correlation of the existing and the proposed algorithm with p-value where N=20 and significance 

value .000 from the statistical analysis tool. 

Pair 1 N Correlation Significance value 

logistic regression and 

Decision Tree 
20 .997 .000 

 

Table 4. Comparison of the F1 Score and Accuracy of Decision Tree and logistic regression. The independent 

sample effect sizes comparison of the existing and the proposed algorithms 

 
Levene’s 

test for 

equality 

 

T- test for equality of means 



Section A-Research paper 
Remote Healthcare Monitoring methodology for Diabetes 

Patients using Logistic Regression over Decision Tree 

for Improving Precision 

 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 4822 – 4828                                                                                                                       4828  

of 

variances. 

F Sig. t df 

Sig.(2

-

tailed

) 

Mean 

differenc

e 

Std. 

error 

differenc

e 

95% confidence 

interval of the 

difference 

Lower Upper 

 

 

 

ACCURAC

Y 

Equal 

variance 

assumed 

.13

6 

.72

2 

-

145.88

6 

8 .000 -6.31200 .04327 

-

6.4117

7 

-

6.2122

3 

Equal 

variance

s 

  

-

145.88

6 

7.84

9 
.000 -6.31200 .04327 

-

6.4121

1 

-

6.2118

9 

 

 
Fig. 1. Bar chart representation of the comparison of mean accuracy of the proposed and the existing algorithm. 

The accuracy of the prediction of the proposed algorithm is found to be79%  and the proposed algorithm gives 

better results compared to the existing algorithm that has accuracy of 86%  the mean accuracy detection is ±1 

SD 

 


